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Abstract—This correspondence considers the problem of robust waveform design in the presence of colored Gaussian disturbance under a similarity and an energy constraint. We resort to a max-min approach, where the worst case detection performance (over the possible Doppler shifts) is optimized with respect to the radar waveform under the previously mentioned constraints. The resulting optimization problem is a non-convex Quadratically Constrained Quadratic Program (QCQP) with an infinite number of constraints, which is NP-hard in general and typically difficult to solve. Hence, we propose an algorithm with a polynomial computational complexity to generate a good sub-optimal solution for the aforementioned QCQP. The analysis, conducted in comparison with some known radar waveforms, shows that the sub-optimal solutions by the algorithm lead to high-quality radar signals.

Index Terms—Non-convex quadratic optimization, non-negative trigonometric polynomials, radar waveform design, semidefinite programming relaxation, waveform diversity.

I. INTRODUCTION

The advent of adaptive radar transmitters, which permit the use of advanced and flexible pulse shaping techniques, and the significant achievements in high speed signal processing hardware are paving the way to the development of very innovative and computational demanding techniques for radar waveform design [1], [2]. The idea is to adapt and diversify dynamically the transmitted signal to the operating environment in order to achieve a performance gain over classic radar waveforms [3]–[8].

In [9], focusing on the class of linearly coded pulse trains (both in amplitude and in phase), the authors introduce a code selection algorithm which maximizes the detection performance but, at the same time, is capable of controlling both the region of achievable values for the Doppler estimation accuracy and the degree of similarity with a pre-fixed radar code. However, since in several practical situations, the radar amplifiers might work in saturation conditions and hence an amplitude modulation might be difficult to perform, in [10], the authors also consider the synthesis of constant modulus phase coding schemes for radar coherent pulse trains. Finally, in [11], the problem of constrained code optimization for radar space-time adaptive processing (STAP) in the presence of colored Gaussian disturbance, under two accuracy constraints (on the temporal and the spatial Doppler frequency) and a similarity constraint, is addressed.

Many among the previously mentioned algorithms optimize the radar signal in correspondence of a given target Doppler frequency. Hence, they can be easily applied to situations where it is required a confirmation of an initial detection in a certain Doppler bin, namely when some knowledge about the Doppler frequency is available. In other situations, the Doppler parameter is usually unknown and a practical application of the techniques can be obtained either tuning the design Doppler to a challenging condition, dictated by the clutter power spectral density (PSD) shape, or optimizing the waveform to an average scenario, namely considering as objective function the average SNR over the possible target Doppler shifts. This correspondence moves another step towards the synthesis of radar waveforms when no prior knowledge about the actual Doppler is available. Specifically, resorting to the max-min criterion, we formulate the waveform design problem as the constrained maximization of the worst case (over the set of possible Doppler frequencies) detection performance. The constraints considered here are an energy constraint, imposed by the finite transmission resources, and a similarity constraint, important to equip the waveform with desirable properties such as small modlus variations, good range resolution, low peak sidelobe levels, and more in general with a good ambiguity function. The resulting problem is a non-convex Quadratically Constrained Quadratic Program (QCQP) with infinitely many quadratic constraints. This class of QCQPs, is known to be NP-hard in general, and as a consequence, finding a global optimal solution is often very difficult [12]. Hence, the present work aims to the construction of a good sub-optimal solution for the quoted problem with the goodness in the sense that the produced solution leads to an high-quality radar code for our robust radar waveform design problem, as our simulations illustrate in Section IV.

The correspondence is organized as follows. In Section II, we present the system model and formulate the waveform design problem according to the max-min criterion; in Section III, we introduce the new algorithm for the considered problem; in Section IV, we analyze the performance of the proposed technique and provide numerical results assessing the quality of the produced sub-optimal solution. Finally, conclusions are given in Section V.

II. SYSTEM MODEL AND WAVEFORM DESIGN PROBLEM

We consider the same signal model as in [9]. Precisely, the $N$-dimensional column vector containing the samples of the received signal (after down-conversion and matched filtering) $\mathbf{v} = \begin{bmatrix} v(t_0), v(t_1), \ldots, v(t_{N-1}) \end{bmatrix}^T$ can be written as

$$\mathbf{v} = \alpha \mathbf{c} \odot \mathbf{p} + \mathbf{w}$$

(1)

where $\alpha$ is the complex echo amplitude (accounting for the transmit amplitude, phase, target reflectivity, and channels propagation effects), $\mathbf{c} = [\alpha(0), \alpha(1), \ldots, \alpha(N-1)]^T$ is the $N$-dimensional column vector containing the transmitted code elements, $\mathbf{p} = \begin{bmatrix} 1/\sqrt{N}, e^{j2\pi \nu_0}, \ldots, e^{j2\pi (N-1)\nu_0} \end{bmatrix}^T$ is the temporal steering vector, $\nu_0$ denotes the normalized Doppler frequency, $\odot$ is the Hadamard element-wise product [13], and $\mathbf{w} = [w(t_0), w(t_1), \ldots, w(t_{N-1})]^T$ is the vector containing the disturbance samples.

We are looking for a radar waveform which optimizes the worst case detection performance, under an energy constraint and a similarity constraint with a given radar code exhibiting a good ambiguity function. In this section, we formulate mathematically this problem showing how the worst case detection probability can be maximized and the constraints can be enforced, under the assumption that $\mathbf{w}$ is a zero-mean complex circular Gaussian vector with known positive definite covariance matrix $E[\mathbf{ww}^H] = \mathbf{R}$. $(\cdot)^H$ denotes statistical expectation and $(\cdot)^T$ denotes conjugate transpose. It is known [9] that the detection probability $(P_d)$ of the generalized likelihood ratio test (GLRT), for a given

$$(\cdot)^T$$ is the transpose operator.
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Moreover, \( P_d \) is an increasing function of SNR and, as a consequence, the maximization of \( P_d \) can be obtained maximizing the quadratic form
\[
(e \otimes p)^* M (e \otimes p) = e^\dagger M (p p^\dagger)^{\dagger} e
\]
over the radar code \((e \otimes p)\) (\(\otimes\) denotes complex conjugate). We just highlight that \(M (p p^\dagger)^{\dagger}\) is the Hadamard product of two positive semidefinite matrices, and hence it is itself positive semidefinite \([14, p. 1352, A.77]\).

Performing the maximization of (3), possibly under some constraints \([9]\) (for instance accuracy, similarity, and energy constraints), leads to a code vector which depends on the specific value of the Doppler frequency present in the definition of \(p\). In order to get a transmit radar waveform independent of the Doppler frequency, we propose here a max-min approach attempting at maximizing the worst case (over the possible target Doppler frequencies) SNR. In other words, we consider as objective function to maximize over the radar code
\[
\min_{\nu_d \in [0,1]} e^\dagger (M \otimes (p p^\dagger)^{\dagger}) e.
\]
Adding the similarity constraint with a code \(e_0\) \([8]\), important to confer desirable properties to the radar waveform, as well as an energy constraint (accounting for the limited transmission power), we come up with the following optimization problem:
\[
\max_{\Omega} \min_{\nu_d \in [0,1]} e^\dagger (M \otimes (p p^\dagger)^{\dagger}) e
\]
where the set \(\Omega\) is defined as \(\Omega = \{e| \|e\| = 1, \|e - e_0\| \leq \epsilon\}\) with \(\|\cdot\|\) is the Euclidean norm, and the parameter \(\epsilon \geq 0\) ruling the size of the similarity region. Indeed, the smaller \(\epsilon\) is, the higher the degree of similarity between the ambiguity functions of the designed radar code and \(e_0\) is.

Before presenting the new algorithm, we would point out the differences between this optimization problem and those formulated and solved in \([9]\) and \([10]\). To this end, we observe that the objective function in \([9]\) and \([10]\) depends on a specific design Doppler value, while in the present problem the worst case SNR (over the Doppler frequency) is optimized \((4)\). In \([9]\), we account for a Doppler dependent constraint on the estimation accuracy of \(f_d\), while in the present case, only a similarity and an energy constraint are considered. In \([10]\), we account for a phase-only constraint on the devised code, while in this paper a general amplitude-phase coding is considered. In other words, \((4)\) optimizes a robust objective function with respect to \([9]\) and \([10]\), but the former forces one less quadratic constraint than the problem in \([9]\), and the constraints of the problem specified in \([10]\) look very different from those in \((4)\). From the optimization theory point of view, the three formulations lead to different optimization problems:

1) that in \([9]\) is a homogeneous QCQP with three constraints, a global optimal solution for which can be found in polynomial time (namely for this problem the SDP relaxation is tight or, equivalently, the problem shares a hidden convexity);

2) that in \([10]\) is an NP-hard QCQP optimization problem due to the phase-only and the possibly finite alphabet constraint, whose optimal solution is approximated using the relaxation and randomization approach typical of the max-cut-like problems;

3) that in the current correspondence is a QCQP with infinitely many constraints, for which we establish a deterministic approximation procedure, with polynomial time computational complexity, to output a solution leading to high-quality radar waveforms.

III. APPROXIMATE SOLUTION TO THE MAX-MIN OPTIMIZATION PROBLEM

The max-min problem \((4)\) can be recast as
\[
\max_{\nu_d, t} \quad t \leq p^\dagger (M \otimes (e e^\dagger)^{\dagger}) p, \quad \forall \nu_d \in [0,1],
\]
\[
\|e - e_0\|^2 \leq \epsilon, \\
\|e\|^2 = 1.
\]
Moreover, elaborating on the similarity constraint, problem \((5)\) can be equivalently rewritten as
\[
\max_{\nu_d, t} \quad t \leq p^\dagger (M \otimes (e e^\dagger)^{\dagger}) p, \quad \forall \nu_d \in [0,1],
\]
\[
\text{Re}(e^\dagger e_0) \geq 1 - \epsilon/2, \\
\|e\|^2 = 1
\]
with \(\text{Re}(\cdot)\) the real part of the argument. Observing that a rotation of \(e\) does not change the first constraint, we claim that problem \((6)\) is equivalent to
\[
\max_{\nu_d, t} \quad t \leq p^\dagger (M \otimes (e e^\dagger)^{\dagger}) p, \quad \forall \nu_d \in [0,1],
\]
\[
e^\dagger \alpha \alpha^\dagger e \geq \delta_0, \\
\|e\|^2 = 1
\]
where \(\delta_0 = (1 - \epsilon/2)^2\), in the sense that if \((e^*, t^*)\) is an optimal solution of problem \((7)\), then \((e^*, \alpha e^*)\) and \((e^*, t^*)\) is an optimal solution of \((6)\). Therefore, let us focus on problem \((7)\) from now on.

It is seen that problem \((7)\) is a QCQP with infinitely many constraints. As already highlighted, this class of problems is known to be NP-hard in general \((see [12])\) and hence difficult to solve. In other words, the convex relaxation of the class of QCQP problem may or may not be tight, in particular, its SDP relaxation may have only optimal solutions of rank higher than one, or may have optimal solutions of rank higher than one as well as equal to one. Further, to retrieve a rank-one optimal solution of the SDP relaxation problem from an optimal solution of general rank is usually a non-trivial task. In the following, we will present an approximation scheme to produce a feasible solution for the problem \((7)\), based on the techniques of SDP relaxation, SDP representation of trigonometric polynomials, and a specific rank-one matrix decomposition. It turns out by our numerical simulations that the algorithm provides high-quality radar codes for our robust waveform design problem. Additionally, if the SDP relaxation is tight (namely, the SDP has always a rank-one optimal solution) then the devised code is also optimal for the original non-convex problem.

The SDP relaxation of \((7)\) is
\[
\text{SDP relaxation of } (7): (8)
\]
\[
\max_{\nu_d, t} \quad t \leq p^\dagger (M \otimes C^*) p, \quad \forall \nu_d \in [0,1],
\]
\[
\text{tr}(e_0 e_0^\dagger C) \geq \delta_0, \\
\text{tr}(C) = 1, \\
C \succeq 0
\]
where \(\text{tr}(\cdot)\) is the trace of a square matrix and \(0\) is a matrix (of suitable size) with all zero entries. Clearly, the constraint function \(p^\dagger (M \otimes C^*) p - t\) is a trigonometric polynomial \([16]\) of degree \(N - 1\), that is,
\[
p^\dagger (M \otimes C^*) p - t = x_0 - t + 2\text{Re} \left( \sum_{k=1}^{N-1} x_k e^{-j2\pi k \nu_d} \right)
\]
where \(\text{arg}(\cdot)\) is the argument operator.
\(\preceq 0\) means that \(C\) is Hermitian positive semidefinite \([15]\).
where $\omega = 2\pi \nu_d$ and
\begin{equation}
X_k = \frac{1}{N} \sum_{i=1}^{N-k} (M \odot C^*)(i + k, i), \quad k = 0, 1, \ldots, N - 1,
\end{equation}
with the notation $(M \odot C^*)(i + k, i)$ being the $(i + k, i)$th entry of $M \odot C^*$.

It is known that the nonnegativity constraint of a trigonometric polynomial has an equivalent SDP representation. Specifically, the following result derived in [17, Theorem 3.1] is quoted here as a lemma.

**Lemma 3.1:** The trigonometric polynomial $f(\omega) = x_0 + 2Re(\sum_{k=1}^{N-1} x_k e^{-i\omega k})$ is non-negative over $[0, 2\pi]$, if and only if there exists an $N \times N$ Hermitian matrix $X$ such that
\begin{equation}
x = W^t \text{diag}(WXX^t), \quad X \succeq 0
\end{equation}
where $x = [x_0, \ldots, x_{N-1}]^T$, $W = [w_0, \ldots, w_{N-1}] \in \mathbb{C}^{M \times N}$, $w_k = [e^{-i\omega_0 k}, \ldots, e^{-i(M-1)\omega_0}]^T$, $k = 0, \ldots, N - 1$, $\theta = 2\pi/M$, $M \geq 2N - 1$, and $\text{diag}(\cdot)$ denotes the vector containing the diagonal elements of the square argument.

It follows by Lemma 3.1 that SDP (8) is equivalent to the SDP
\begin{align}
\max_{X, C, t} & \quad t \\
\text{s.t.} & \quad W^t \text{diag}(WXX^t) + t e_1 = x, \\
& \quad \text{tr}(e_0 e_0^* C) \geq \delta, \\
& \quad \text{tr}(C) = 1, \\
& \quad C \succeq 0, \\
& \quad X \succeq 0
\end{align}
where $x$ is defined by (9), $e_1$ is the $N$-dimensional vector with the first component being one and the others zero, the same $x$ as the one defined in Lemma 3.1 by taking $M = 2N - 1$. In order to proceed further it is necessary to show the following:

**Lemma 3.2:** It holds that SDP problem (11) is solvable.\(^4\)

**Proof:** The proof is based on the Conic Duality Theorem [18, Theorem 1.7.1] and is omitted due to the lack of space.

Let $(X^*, C^*, t^*)$ be an optimal solution of (11). It is easily seen that $(C^*, t^*)$ is an optimal solution of SDP (8) with
\begin{equation}
t^* = \min_{e_0 \in [0, 1]} p^*(M \odot (C^*))^*p.
\end{equation}
Problem (12) is one dimensional optimization problem with sufficiently smooth objective function, therefore we can apply Newton method to solve it. Letting
\begin{equation}
\nu_d^* = \arg \min_{e_0 \in [0, 1]} p^*(M \odot (C^*))^*p,
\end{equation}
namely a value of $\nu_d^* \in [0, 1]$ minimizing the argument and
\begin{equation}
p^* = \frac{1}{\sqrt{N}}[1, e^{2\pi i\nu_d^*}, \ldots, e^{i(N-1)2\pi i\nu_d^*}]^T,
\end{equation}
we have
\begin{equation}
t^* = p^*(M \odot (C^*))^*p^* = \text{tr}[(M \odot (p^*p^*^*)) C^*].
\end{equation}
Now if $C^*$ is rank-one, namely $C^* = e_0 e_0^*$, then $e^* = e_0 e^{i\nu_d^*} e_0^*$ and $\nu_d^*$ are optimal for the original max-min problem, i.e., the SDP relaxation is tight. Otherwise, we can provide an approximate solution to (4). To this end, we wish to find a rank-one matrix $e_1$ such that
\begin{equation}
\text{tr}[(M \odot (p^*p^*^*)) C^*] = \text{tr}[(M \odot (p^*p^*^*)) C^*] = t^*.
\end{equation}

\(^4\)By saying “solvable,” we mean that the problem is feasible, bounded, and the optimal value is attained (see [18, p. 13]).

As a consequence, $e_i e_i^* ||e_i||^2$ for $i = 1, \ldots, R$, complies with (15)–(17). Performing the one-dimensional optimization problem (19) gives the sub-optimal solutions $(e_i ||e_i||, t_i)$, where $t_i$ is the optimal value of problem (19) corresponding to $e_i ||e_i||$. Take the maximal value of $\{t_1, \ldots, t_R\}$, say $t_1$, and output $(e_1 ||e_1||, t_1)$ as the sub-optimal solution (namely the best among the couples $(e_i ||e_i||, t_i)$).

Summarizing, a sub-optimal solution for problem (4) can be generated as follows.

**Algorithm 1: Approximation Procedure for the Max-Min Problem (4)**

**Input:** $e_0, e, M, N$;
**Output:** a sub-optimal solution $(e^*, \nu_d^*)$ of problem (4);
1: solve SDP (11) finding $(X^*, C^*, t^*)$;
2: solve problem (12) obtaining $\nu_d^*$; compute $p^*$ like (14);
3: let $\nu_d^*$; compute $p^*$ like (14);
4: choose $e_i$ such that $t_i = \max_i t_i$ and solve problem (19) with parameter $e_i$, obtaining the optimal values $\{t_1, \ldots, t_R\}$ and the optimistic $\{\nu_d, \ldots, \nu_d, \ldots, \nu_d\};$
5: choose $e_i$ such that $t_i = \max_i t_i$, say $e_i = e_1$, and let $e^* = e_1 e^{i\nu_d^*} e_0^*$ and $\nu_d^* = \nu_d^*$.\(^5\)

\(^5\)
As to the computational complexity of the above algorithm, it is dictated by the solution of the SDP problem (11)\(^5\), which has a worst-case complexity of \(O(N^{1.5} \log (1/\epsilon))\) (see [18]), since the specific rank-one decomposition involved requires \(O(N^3)\) operations and the cost of the one dimensional optimization problem\(^6\) is very low compared to the cost of the computations in the other steps.

Before concluding, we highlight that a possible extension of the encoding algorithm aimed at optimizing the minimum SNR (over \(\nu_d\)) in a subinterval of \([0, 1]\) (or even in the union of more than one such subintervals) can be easily conceived exploiting [17, Theorem 3.2] in place of [17, Theorem 3.1] to express the nonnegativity of the trigonometric polynomial in the considered subinterval.

IV. PERFORMANCE ANALYSIS

This section is devoted to the performance analysis of the proposed scheme for the robust waveform design. To this end, we assume that the \((I, k)\)-th entry disturbance covariance matrix is given by \(\mathbf{R}(I, k) = \rho_1^{I-k} \exp\left[2\pi i(I-k)\right] + 10^{\rho_1^{I-k}} + 10^{-2} \mathbf{I}(I, k)\), which is a structure accounting for the simultaneous presence of sea clutter, land clutter, and thermal noise. Moreover, we fix \(P_t\) of the GLRT receiver to \(10^{-6}\), \(\rho_1 = 0.8\), \(\rho = 0.9\), and \(\gamma = 0.2\). The analysis is conducted in terms of \(P_d\), robustness with respect to Doppler shifts, and ambiguity function of the coded pulse train which results exploiting the proposed algorithm, i.e.,

\[
\chi(\lambda, \phi) = \int_{-\infty}^{\infty} u(\beta) u^*(\beta - \lambda) e^{2\pi i \phi \beta} d\beta = \sum_{n=0}^{N-1} \sum_{m=0}^{N-1} \tilde{a}(I) \tilde{a}^*(m) \chi_{nu}[k - (I - m)T_r, \phi]
\]

where \(\tilde{a}(0), \ldots, \tilde{a}(N - 1)\) is an optimized code. The convex optimization MATLAB toolbox SEIF-Dual-Minimization (SeDuMi) [20] is exploited for solving the SDP relaxation. The decomposition \(\mathcal{D}(\cdot, \cdot, \cdot)\) of the SeDuMi solution is performed using the technique described in [19]. Finally, the MATLAB toolbox of [21] is used to plot the ambiguity functions of the coded pulse trains. In the following, we consider as similarity code the generalized Barker sequence [21, pp. 109-113] of length \(N = 10\), \(\tilde{a}_0 = [0.3162, 0.3162, 0.1724 + 0.2651j, -0.1905 + 0.2524j, -0.2322 + 0.2147j, 0.3084 + 0.0697j, 0.3141 + 0.0367j, -0.2250 - 0.2222j, 0.2985j + 0.1441j, -0.1881j - 0.2542j]^{\top}\). In Fig. 1, we plot \(P_d\) of the optimized code (according to the max-min criterion) versus \(|\alpha|^2\) for several values of \(\delta_s\), together with \(P_d\) of the similarity code for \(\nu_d = \nu_d^*\). The curves show that increasing \(\delta_s\) worse and worse \(P_d\) values are obtained; this behavior can be explained observing that the smaller \(\delta_s\), the larger \(\epsilon\), the larger the size of the similarity region. However, this detection loss is compensated for an improvement of the coded pulse train ambiguity function. This is shown in Fig. 2(a)-(d), where such function is plotted assuming rectangular pulses, \(T_r = 5T_p\). The plots highlight that the closer \(\delta_s\) to 1 the higher the degree of similarity between the ambiguity functions of the devised and the pre-fixed code. This is due to the fact that increasing \(\delta_s\) is tantamount to reducing the size of the similarity region. In other words, we force the devised code to be similar and similar to the pre-fixed one and, as a consequence, we get similar and similar ambiguity functions.

The last analysis of this section concerns the robustness of \(P_d\) with respect to Doppler shifts. Specifically, we plot, in Fig. 3, \(P_d\) versus \(\nu_d\) for the max-min code and the similarity code \(\tilde{a}_0\), assuming \(|\alpha|^2 = 23\) dB. Inspection of the curves highlights that, for values of \(\delta_s \leq 0.9\), \(P_d\) of the optimized code exhibits a quite flat behavior with respect to Doppler frequencies. On the contrary, \(P_d\) of the similarity code is very sensitive to the Doppler shift and exhibits significant variations. Moreover, for a wide range of Doppler shifts the max-min code outperforms the similarity sequence. Actually, the smaller \(\delta_s\), the wider the Doppler interval where the max-min code performs better than the similarity code \(\tilde{a}_0\).

Now, we provide a numerical analysis aimed at assessing the quality of the solution produced by the new algorithm. Specifically, we evaluate the normalized gap \(\Delta_a\) between the optimal value of the SDP problem and \(t_1\), i.e., \(\Delta_a = (t^* - t_1)/t^*\). Observing the second row of Table I, we can see that, for the considered values of the parameters, the devised algorithm provides high-quality solutions. We highlight that, for all the simulated \(\delta_s \geq 0.7\) or \(0.15 \leq \delta_s < 0.4\), it even outputs the optimal solution to the max-min problem (i.e., the SDP relaxation problem has always a rank-one optimal solution).

\(^5\)An SDP problem can be efficiently solved in polynomial time through interior point methods, and the number of iterations necessary to achieve convergence usually ranges between 10 and 100 (see [15]).

\(^6\)In the later numerical simulation, we use the Matlab command \texttt{fminbnd}.
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TABLE I

$\Delta_\gamma$ for $N = 10$, Several Values of $\delta_c$, and Generalized Barker Code as Similarity Sequence

<table>
<thead>
<tr>
<th>$\delta_c$</th>
<th>0.4</th>
<th>0.45</th>
<th>0.47</th>
<th>0.5</th>
<th>0.53</th>
<th>0.55</th>
<th>0.57</th>
<th>0.6</th>
<th>0.63</th>
<th>0.65</th>
<th>0.67</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_\gamma$</td>
<td>0.22%</td>
<td>1.39%</td>
<td>1.89%</td>
<td>2.69%</td>
<td>3.56%</td>
<td>4.08%</td>
<td>4.54%</td>
<td>5.16%</td>
<td>5.67%</td>
<td>5.15%</td>
<td>2.75%</td>
</tr>
</tbody>
</table>

Fig. 3. $P_\nu$ versus $\nu_\gamma$ for $|\nu|^2 = 23$ dB, non-fluctuating target, $N = 10$, and $\delta_c = \{0.1, 0.4, 0.7, 0.9, 0.9801, 0.9999\}$. Generalized Barker code (solid curves), Max-min code (dash curves).

V. CONCLUSION

We herein have proposed and analyzed a max-min algorithm for radar waveform design, in the presence of colored Gaussian disturbance, forcing energy and similarity constraints. The waveform synthesis has been formulated as a non-convex quadratic optimization problem with infinitely many quadratic constraints. Through a clever technique, exploiting SDP relaxation techniques and some results from the theory of non-negative trigonometric polynomials, we devised a procedure capable of providing a high-quality waveform from an optimal solution of the SDP relaxation. The technique is based on a suitable rank-one decomposition and its implementation requires a polynomial computational complexity. At the analysis stage, we have evaluated the performance of the new algorithm in terms of detection performance, ambiguity function and robustness of detection probability with respect to Doppler shifts. The effect of the similarity parameter has been studied. Precisely, if there are sufficient degrees of freedom for the optimization problem, namely the similarity parameter is not close to 0, then the max-min algorithm is capable of ensuring a very robust detection performance with respect to target Doppler shifts. Moreover, this robust behavior can be traded off with ambiguity function peculiarities.
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