Abstract—The concept of cognitive radio (CR) has recently received great attention from the research community as a promising paradigm to achieve efficient use of the frequency resource by allowing the coexistence of licensed (primary) and unlicensed (secondary) users in the same bandwidth. In this paper, we propose a novel Nash equilibrium (NE) problem to model concurrent communications of cognitive secondary users who compete against each other to maximize their information rate. The formulation contains constraints on the transmit power (and possibly spectral masks) as well as aggregate interference tolerable at the primary users’ receivers. The coupling among the strategies of the players due to the interference constraints presents a new challenge for the analysis of this class of Nash games that cannot be addressed using the game theoretical models proposed in the literature. For this purpose, we need the framework given by the more advanced theory of finite-dimensional variational inequalities (VI). This provides us with all the mathematical tools necessary to analyze the proposed NE problem (e.g., existence and uniqueness of the solution) and to devise alternative distributed algorithms along with their convergence properties.
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I. INTRODUCTION AND MOTIVATION

In recent years, increasing demand of wireless services has made the radio spectrum a very scarce and precious resource. Moreover, most current wireless networks characterized by fixed spectrum assignment policies are known to be very inefficient considering that licensed bandwidth demands are highly varying along the time and/or space dimensions. Indeed, according to the Federal Communications Commission (FCC), only 15% to 85% of the licensed spectrum is utilized on average [1]. Cognitive Radio (CR) originated as a possible solution to this problem [2] obtained by endowing the radio nodes with “cognitive capabilities,” e.g., the ability to sense the electromagnetic environment, make short term predictions, and react consequently by adapting transmission parameters (e.g., operating spectrum, modulation, and transmission power) in order to optimize the usage of the available resources [3]–[5].

The widely accepted debated position proposed for implementing the spectrum sharing idea of CR calls for a hierarchical access structure, distinguishing between primary users, or legacy spectrum holders, and secondary users, who access the licensed spectrum dynamically, under the constraint of not inducing intolerable Quality of Service (QoS) degradations on the primary users [3]–[5]. To deal with such constraints, both deterministic and probabilistic interference constraints have been suggested in the literature (see, e.g., [3] and [4]). In this paper, we focus on deterministic interference constraints and consider a generalization of the original interference temperature-limit concept introduced by the FCC Spectrum Policy Task Force [1]: The primary users, according to their own QoS requirements, impose a threshold on the maximum level of per-carrier and total (i.e., over the whole bandwidth) aggregate interference generated by the secondary users. The system design consists then in finding the most appropriate transmission strategy (according to some prescribed optimality criterion) for the competing cognitive users that share a given portion of spectrum with the primary users, under local transmit power and interference constraints.

One approach to devise such a system design would be using global optimization techniques, under the framework of network utility maximization (NUM) (see, e.g., [6] and [7]). Recent results in [8] have shown that the NUM problem based on the maximization of the information rates over frequency-selective SISO interference channels is an NP-hard problem, under different choices of the system utility function. Several attempts have been pursued in the literature to deal with the nonconvexity of such a problem. Some works proposed suboptimal or close-to-optimal algorithms based on duality theory [9]–[11] or Nash bargaining optimality criterion (see [12] and references therein) to compute, under technical conditions and/or simplifying assumptions on the users’ transmission strategies (e.g.,...
TDM/FDM strategies, the largest achievable rate region of the system. But these works lack any mechanism to control the amount of aggregate interference generated by the transmitters; which makes them not applicable to CR systems. On the other hand, in [13]–[15], the authors explicitly took into account the temperature-interference constraint (in terms of the total aggregate interference only), but under some simplifying ad hoc assumptions—high or low SINR regime [14], flat-fading CDMA interference channels [13] or multiple-access channels [15]—reducing the original nonconvex spectrum management problem to a simpler (scalar) power control convex problem [15] or a Geometric Programming [7], [13], [14]. On top of that, the algorithms proposed in most of the above papers [8]–[11], [13], [15] are centralized and computationally expensive. This raises some practical issues that are insurmountable in the CR context. For example, these algorithms need a central node having full knowledge of all the channels and interference structure at every receiver; which poses serious implementation problems in terms of scalability and amount of signaling to be exchanged among the nodes. Thus, it seems natural to concentrate on decentralized strategies, where the cognitive users are able to self-enforce the negotiated agreements on the usage of the available spectrum without the intervention of a centralized authority. The philosophy underlying this approach is a competitive optimality criterion, as every user aims for the transmission strategy that unilaterally maximizes his own payoff function. This form of equilibrium is, in fact, the well-known concept of Nash equilibrium (NE) in game theory (see, e.g., [16]).

Because of the inherently competitive nature of the interference channel, it is not surprising indeed that game theory has been already adopted to solve distributively many power control problems over either flat-fading or frequency-selective (in practice, multicarrier) Gaussian interference channels. An early application of game theory in the latter context is [17], where the information rates of the users were maximized with respect to the power allocation (under transmit power constraints) in a two-user DSL system. Extensions of the basic problem to ad hoc frequency-selective networks, including possibly spectral mask constraints, were given in [18]–[25]. The state-of-the-art algorithm is the asynchronous iterative waterfilling algorithm (IWF) [24]. Results in the cited papers however have been recognized not to be applicable to CR systems because they do not provide any decentralized mechanism to control the amount of aggregate interference generated by the secondary users at the primary receivers. Observe that the use of the spectral masks in the IWFAs in [18], [21], [23], and [24] does not provide a satisfactory solution to this problem, since spectral masks limit the power spectral density (PSD) at every secondary transmitter rather than the aggregate interference at the primary receivers. This is either too conservative (it can severely constrain the data rate of the secondary links, especially when there are no primary systems close to the secondary users) or does not result in the required interference temperature-limit constraints when the number of interfering systems grows (recall that, in [18], [21], [23], and [24], the spectral masks are fixed and chosen a priori).

In this paper, we fill this gap using a new framework based on VI. We propose a novel NE problem where the secondary users compete with each other to maximize the information rate on their own link, given local constraints on the transmit power and (possibly) spectral mask, and global constraints on the maximum per-carrier and total aggregate interference tolerable by the primary receivers. A natural way to control the aggregate interference generated by the secondary users while keeping the optimization as decentralized as possible is via pricing through a penalty term. However, the introduction of such coupling constraints among the strategies of the players presents a new challenge for the analysis of the proposed Nash game. None of the current results in the literature provide a satisfactory answer to the study of the proposed game, neither the game theoretical models proposed for the interference channel in [18]–[25] nor the equilibrium models based on pricing [26]–[31] (see Section II for a detailed comparison between our NE problem and current game theoretical models using pricing techniques).

For this purpose, we need the framework provided by the more advanced theory of finite-dimensional VIs [32]. Building on this framework, we prove that the proposed NE problem always admits a solution and derive sufficient conditions guaranteeing the uniqueness of this equilibrium. We then focus on distributed algorithms that converge to a solution of the NE problem and on their convergence properties. We propose alternative algorithms that differ in performance, level of protection of the primary users, computational effort and signaling among primary and secondary users, convergence analysis, and convergence speed, which makes them suitable for many different CR systems. Furthermore, at the price of some signaling from the primary to the secondary users, albeit very reduced, all these algorithms outperform (in terms of achievable sum-rate) conservative IWFAs using spectral masks [20], [21], [23], [24] and overcome the main drawback of classical IWFAs [17], [33], i.e., the violation of the interference temperature-limit.

On top of that, the second major contribution of the paper is to introduce a new line of analysis based on VIs in the literature of distributed power allocation games (possibly based on pricing) that is expected to be broadly applicable for other game models.

The paper is organized as follows. Section II introduces the system model and formulates the NE problem. Section III provides a detailed analysis of the NE problem with exogenous prices, i.e., the game where the prices are fixed and chosen a priori. Results obtained in such a case are instrumental to study the original NE problem with exogenous prices, as detailed in Section IV. Section V provides some numerical results comparing the proposed algorithms. Finally, Section VI draws some conclusions. In order to make the paper accessible to readers who are not familiar with VIs, in Appendix A, we review some basic concepts and results of finite-dimensional variational inequalities and complementarity problems that will be used through the paper. A comprehensive treatment of these problems can be found in the two monographs [32], [34].

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a scenario composed of P primary users and Q secondary users, each formed by a single transmitter-receiver pair, coexisting in the same area and sharing the same band (see Fig. 1). We focus on block transmissions over SISO frequency-selective channels. It is well known that, in such a case, multicarrier transmission is capacity achieving for large block-
The systems coexisting in the network do not cooperate with each other, and no centralized authority is assumed to handle the network access for the secondary users. Hence, it is natural to model the set of cognitive secondary users as a frequency-selective $N$-parallel interference channel, where $N$ is the number of available subcarriers. The transmission strategy of each secondary user $q$ is then the power allocation vector $\mathbf{p}_q = \{p_q(k)\}_{k=1}^N$ over the $N$ subcarriers, subject to the following (local) transmit power constraints:

$$\hat{p}_q \triangleq \left\{ \mathbf{p} \in \mathbb{R}^N : \sum_{k=1}^N p(k) \leq P_q, \quad 0 \leq \mathbf{p} \leq \mathbf{p}_{q \text{ max}} \right\}$$

(1)

where we also included local spectral mask constraints $\mathbf{p}_{q \text{ max}} = (p_{q \text{ max}}(k))_{k=1}^N$ that may be imposed by radio regulatory bodies to limit the maximum power spectral density (PSD) that each transmitter can use over a specified band. To avoid a trivial solution, we assume throughout the paper that, for all $1 \leq k \leq N$ and $1 \leq q \leq Q$:

$$p_{q \text{ max}}(k) < P_q \quad \text{and} \quad P_q < \sum_{k=1}^N p_{q \text{ max}}(k)$$

$$\implies p_{q \text{ max}}(k) < P_q < \sum_{k'=1}^N p_{q \text{ max}}(k')$$

otherwise, either the upper bound constraints $p_q(k) \leq p_{q \text{ max}}(k)$ or the total power constraint $\sum_{k=1}^N p(k) \leq P_q$ are redundant.

Due to the distributed nature of the CR systems, with neither a centralized control nor coordination among the secondary users, we focus on transmission techniques where no interference cancellation is performed and the MUI is treated as additive colored noise at each receiver. We also assume that the channels change sufficiently slowly to be considered fixed during the whole transmission, so that the information theoretical results are meaningful, and that perfect channel state information (CSI) is available at both transmitter and receiver sides of each secondary link. This CSI includes, for each secondary pair $q$, the channel transfer function $\{H_q(k)\}_{k=1}^N$ of the direct link (but not the cross-channels $\{H_{q r}(k)\}_{k=1}^N$ from the other secondary users) as well as the overall PSD of the noise plus MUI at each subcarrier, given by $\sigma^2_q(k) + \sum_{r \neq q} |H_{q r}(k)|^2 p_r(k)$, where $\sigma^2_q(k)$ includes both the thermal noise power (zero-mean circularly symmetric complex Gaussian noise) and the MUI PSD due to the active primary users. To implement some of the proposed algorithms, additional CSI is needed from the secondary users; a discussion on this issue is given in Section IV-C, where practical implementation issues of the algorithms are addressed.

Under the setup above, invoking the capacity expression for the single user Gaussian channel—achievable using random Gaussian codes by all the users—the maximum information rate on link $q$ for a specific power allocation profile $\mathbf{p}_1, \ldots, \mathbf{p}_Q$ is [35]

$$r_q(\mathbf{p}_q, \mathbf{p}_{-q}) = \sum_{k=1}^N \log \left( 1 + \frac{|H_{q q}(k)|^2 p_q(k)}{\sigma^2_q(k) + \sum_{r \neq q} |H_{q r}(k)|^2 p_r(k)} \right)$$

(3)

where $\mathbf{p}_{-q} \triangleq \{p_r\}_{r \neq q}$ is the set of all the users power allocation vectors, except the $q$th one.

Temperature-Interference Constraints: Differently from traditional static or centralized spectrum assignment, opportunistic communications in CR systems enable secondary users to change their transmission power levels adaptively to cope with the interference from the primary users.

\[\text{Fig. 1. System model of a hierarchical CR system with primary users (uplink cellular system in blue) and secondary users (red pairs).}\]
to transmit with overlapping spectrum and/or coverage with primary users, provided that the degradation induced on the primary users’ performance is null or tolerable [3], [4]. In this paper, we consider the following (deterministic) interference constraints that impose an upper bound on the per-carrier and total aggregate interference (the interference temperature-limit [1], [3]) that can be tolerated by each primary user \( p = 1, \ldots, P \)

\[
\sum_{q=1}^{Q} \sum_{k=1}^{N} \left| H_{pq}^{(S)}(k) \right|^2 p_q(k) \leq P_{\text{ave}}^{p_{\text{tot}}} \quad \forall q = 1, \ldots, Q
\]

\[
\sum_{q=1}^{Q} \sum_{k=1}^{N} \left| H_{pq}^{(S)}(k) \right|^2 p_q(k) \leq P_{\text{peak}}^{p_{kk}} \quad \forall k = 1, \ldots, N
\]

where \( H_{pq}^{(S)}(k) \) is the channel transfer function between the transmitter of the \( q \)-th secondary user and the receiver of the \( p \)-th primary user, and \( P_{\text{ave}}^{p_{\text{tot}}} \) and \( P_{\text{peak}}^{p_{kk}} \) are the interference temperature limit and the maximum interference over subcarrier \( k \) tolerable by the \( p \)-th primary user, respectively. These limits are chosen by each primary user, according to his QoS requirements (see, e.g., [3]).

**Problem Formulation:** Within the CR context above, we formulate the optimization problem of the transmission strategies of the secondary users as a Nash equilibrium problem (NEP): Each secondary user aims at maximizing his own rate \( r_q(p_q, p_{-q}) \) under the local power constraints in (1) and the interference constraints in (4). The interference constraints however introduce a coupling among the admissible power allocations of all the players, meaning that the secondary users are not allowed to choose their power allocations individually. To keep the optimization as decentralized as possible while imposing global interference constraints, the proposed idea is to introduce a pricing mechanism, properly controlled by the primary users, through a penalty in the payoff function of each player, so that the interference generated by all the secondary will depend on these prices. Stated in mathematical terms, we have the following NEP:

\[
\text{maximize}_{p_q} \quad r_q(p_q, p_{-q}) = - \sum_{q=1}^{Q} \sum_{k=1}^{N} \lambda_{p_{kk}} \left| H_{pq}^{(S)}(k) \right|^2 p_q(k) - \sum_{p=1}^{P} \lambda_{p_{\text{tot}}} \sum_{k=1}^{N} \left| H_{pq}^{(S)}(k) \right|^2 p_q(k)
\]

subject to \( p_q \in \bar{p}_q \) \( \forall q = 1, \ldots, Q \), where \( \bar{p}_q \) is defined in (1), \( r_q(p_q, p_{-q}) \) is defined in (3), and the prices \( \lambda_{p_{\text{tot}}} \) and \( \lambda_{p_{kk}} \) are chosen such that the following complementary conditions are satisfied:

\[
0 \leq \lambda_{p_{\text{tot}}} \perp P_{\text{ave}}^{p_{\text{tot}}} - \sum_{q=1}^{Q} \sum_{k=1}^{N} \left| H_{pq}^{(S)}(k) \right|^2 p_q(k) \geq 0 \quad \forall p = 1, \ldots, P
\]

\[
0 \leq \lambda_{p_{kk}} \perp P_{\text{peak}}^{p_{kk}} - \sum_{q=1}^{Q} \sum_{k=1}^{N} \left| H_{pq}^{(S)}(k) \right|^2 p_q(k) \geq 0 \quad \forall p = 1, \ldots, P, \quad \forall k = 1, \ldots, N
\]

In (8), the compact notation \( 0 \leq a \perp b \geq 0 \) means \( a \cdot b = 0 \), \( a \geq 0 \), and \( b \geq 0 \). These constraints state that the per-carrier/total interference constraints must be satisfied together with nonnegative pricing; in addition, they imply that if one constraint is trivially satisfied with strict inequality then the corresponding price should be zero (no punishment is needed in that case). With a slight abuse of terminology, we will refer in the following to the NEP (7) with the complementarity constraints (8) as game \( G \). The challenging goal is then to find the proper decentralized pricing mechanism guaranteeing that the interference constraints [the complementarity conditions (8)] are satisfied while the secondary users reach an equilibrium.

**Remark 1 (Pricing Techniques and Related Works):** Pricing in game theory is not a new idea. Various auction and pricing approaches have been proposed in the literature to solve spectrum allocation problems in wireline systems (e.g., [20] and [36]), wireless multiple access (see, e.g., [37] and references therein) and ad hoc networks (e.g., [26], [27] and [28]–[31]). The current literature can be divided in two large classes, according to the meaning given to the prices: 1) Works where pricing techniques are introduced as heuristics to incentivize the players to reach more socially efficient Nash equilibria [20], [26], [27], [36], [37]; and 2) works dealing with (competitive/cooperative) economy equilibrium models, where prices are used to quantify in monetary terms the value (or worth) of some goods/service involved in the trading between sellers and buyers [28]–[31] (see [31] for a recent overview of the state-of-the-art results in this context). Moreover, most of the algorithms proposed in the cited papers are centralized, and thus they are not applicable to distributed CR networks. In our formulation instead, prices are used to impose coupling constraints (the interference constraints) to the users in a distributed fashion. In the next section, we will see indeed that the prices introduced in the payoff function of the players in (7) are just the multipliers associated to the coupling constraints (4) of the VI reformulation of the game \( G \).

As far as the analysis of the proposed game \( G \) is concerned, the coupling among the strategies of the players due to the global interference constraints presents a new challenge for the analysis of this class of Nash games that cannot be addressed using game theoretical models for the interference channel in [20]–[24], [33] or market-equilibrium based models [28]–[31]. For this purpose, we need the framework given by the more advanced theory of finite-dimensional VIs [32] that provides a satisfactory resolution to the game \( G \), as detailed in the forthcoming sections.

**III. GAME WITH EXOGENOUS PRICES**

Before analyzing the game \( G \) in (7), (8), we start studying a related game, interesting in its own, where the prices are fixed and chosen a priori. This assumption may be motivated by all the CR scenarios where a signaling among the primary and secondary users is not allowed (e.g., the so-called common model paradigm [4], [5]) and prices are chosen by the network service provider. Some heuristics in the choice of the prices have been proposed, e.g., in [20] and [36] for DSL systems (see also references therein). The results obtained studying the game with exogenous prices provide the building blocks instrumental to analyze the more involved game \( G \) with endogenous prices.
Given the tuple $\gamma = (\gamma_q)_{q=1}^Q \geq 0$, with each $\gamma_q = (\gamma_q(k))_{k=1}^N$, let $f_q(P_q, P_{-q}; \gamma)$ denote the payoff function of player $q$, defined as

$$f_q(P_q, P_{-q}; \gamma) \triangleq r_q(P_q, P_{-q}) - \sum_{k=1}^N \gamma_q(k)p_q(k)$$

with $r_q(P_q, P_{-q})$ given in (3). We then consider the following NEP (game in strategic form) $G_q = (\Omega, (\bar{P}_q)_q \in \mathcal{P}, (f_q(P_q, \gamma))_{\gamma \in \Gamma_q})$:

$$\max_{P_q \in \mathcal{P}_q} f_q(P_q, P_{-q}) \quad \forall q = 1, \ldots, Q$$

subject to $p_q \in \mathcal{P}_q$

$$\gamma_q(k, \lambda) = \frac{1}{\lambda_{\text{peak}} + \lambda_{\text{tot}}}$$

where $\Omega \triangleq \{1, \ldots, Q\}$ is the set of players; $\mathcal{P}_q$ is the strategy set of player $q$, defined in (1); and $f_q(P_q, P_{-q})$ is the payoff function of player $q$, defined in (9). Note that game $G$ in (7) with fixed prices $\lambda \triangleq (\lambda_q)_{q=1}^P, \lambda_{\text{tot}}$ reduces to game $G_q$ if the vector $\gamma = \gamma(\lambda) = (\gamma_q(\lambda))_{q=1}^Q$ in (10) is chosen as

$$\gamma_q(k, \lambda) = \sum_{i=1}^P \|H_{iq}(S)(k)\|^2 (\lambda_{\text{peak}} + \lambda_{\text{tot}})$$

for $k = 1, \ldots, N$ and $q = 1, \ldots, Q$.

Games with pricing related to $G_q$ have been studied in [9, 26, 27, 38]. However, only numerical results are available to support the uniqueness of the NE and the convergence of the IFWSs with pricing [26]. Furthermore, none of the theoretical results proposed in the literature to solve scalar and vector power control games, such as the approaches based on the theory of standard functions [38]-[40] or the reformulation of the Nash game (with no prices) as a Linearly Complementary Problem [21] (or, equivalently, the interpretation of the waterfiling solution as a projection [18], [23], [24]) are useful for the analysis of game $G_q$. In this section, we fill this gap and provide a detailed analysis of $G_q$, valid for arbitrary but fixed tuple $\gamma \geq 0$ (not necessarily in the form (11)). Our approach provides a new line of analysis of vector power control games with prices that is expected to be broadly applicable to other game models. To study game $G_q$, we provide first some intermediate definitions and results.

### A. Intermediate Definitions and Results

In order to rewrite the game $G_q$ and $G$ as a VI problem, we introduce the joint admissible strategy set $\mathcal{P}$, defined as shown in (12) at the bottom of the page, with

$$\mathcal{P} = \mathcal{P}_1 \times \cdots \times \mathcal{P}_Q$$

and the vector function $F(p) \triangleq (F_1(p), \ldots, F_Q(p))$, where each $F_q(p)$ is defined as

$$F_q(p) \triangleq -\nabla_p r_q(P_q, P_{-q})$$

$$= \left( \frac{1}{\sigma_q^2(k)} + \sum_{n=1}^Q \|H_{qr}(k)\|^2 p_r(k) \right)_{k=1}^N$$

with $\nabla_p r_q(P_q, P_{-q})$ denoting the gradient (column) vector of $r_q(P_q, P_{-q})$ with respect to $P_q$ and

$$\hat{H}_{qr}(k) \triangleq H_{qr}(k), \quad \sigma_q^2(k) \triangleq \frac{\|H_{qr}(k)\|^2}{\|H_{qr}(k)\|^2}$$

In what follows, we provide sufficient conditions for the vector function $F$ to be either a strongly monotone function [32, Def. 2.3.1(e)] or a uniformly $P$-function on $\mathcal{P}$ and $\mathcal{P}$ [32, Def. 3.5. 8(b)]. This result will be instrumental to obtain conditions guaranteeing the uniqueness of the NE of game $G_q$ (and the uniqueness of the NE power allocation of game $G$) as well as the global convergence of the proposed iterative algorithms.

**Definition 1:** The mapping $F$ in (14) is said to be

(a) **strongly monotone** on $\mathcal{P}$ (or $\mathcal{P}$) if there exists a constant $c_{\text{mon}} > 0$ such that for all pairs $p = (p_q)_{q=1}^Q$ and $p' = (p'_q)_{q=1}^Q$ in $\mathcal{P}$, $\mathcal{P}$,

$$\lambda - \lambda_p \geq 0$$

(b) **uniformly $P$-function** on $\mathcal{P}$ (or $\mathcal{P}$) if there exists a constant $c_{\text{up}} > 0$ such that for all pairs $p = (p_q)_{q=1}^Q$ and $p' = (p'_q)_{q=1}^Q$ in $\mathcal{P}$, $\mathcal{P}$,

$$\lambda - \lambda_p \geq 0$$

We also need the definition of $Z$-matrix [34, Def. 3.3.1] and $P$-matrix [34, Def. 3.11.1], as given next.

**Definition 2:** A matrix $M \in \mathbb{R}^{n \times n}$ is called $Z$-matrix if its off-diagonal entries are all nonpositive. A matrix $M \in \mathbb{R}^{n \times n}$ is called $P$-matrix if every principal minor of $M$ is positive. A $Z$-matrix that is also $P$-matrix is called a $K$-matrix.

Many equivalent characterizations for a $P$-matrix can be given. The interested reader is referred to [34], [41] for more details. Here we note that any positive definite matrix is a $P$-matrix, but the reverse does not hold, and we recall a characterizing property of a $K$-matrix relevant to our forthcoming derivations, as given in the following lemma (proved in [34, Lemma 5.13.14]).

$$\left\{ \begin{array}{ll}
P & \triangleq \mathcal{P} \cap \left\{ \begin{array}{ll}
\sum_{q=1}^Q \sum_{k=1}^N \|H_{pq}(S)(k)\|^2 p_q(k) \leq p^{\text{ave}}_{p_{\text{tot}}}, & \forall p = 1, \ldots, P, \\
\sum_{q=1}^Q \|H_{pq}(S)(k)\|^2 p_q(k) \leq p^{\text{peak}}_{p_{k}}, & \forall p = 1, \ldots, P, \forall k = 1, \ldots, N \end{array} \right. \right\}$$

$$\left\{ \begin{array}{ll}
P & \triangleq \mathcal{P} \cap \left\{ \begin{array}{ll}
\sum_{q=1}^Q \sum_{k=1}^N \|H_{pq}(S)(k)\|^2 p_q(k) \leq p^{\text{ave}}_{p_{\text{tot}}}, & \forall p = 1, \ldots, P, \\
\sum_{q=1}^Q \|H_{pq}(S)(k)\|^2 p_q(k) \leq p^{\text{peak}}_{p_{k}}, & \forall p = 1, \ldots, P, \forall k = 1, \ldots, N \end{array} \right. \right\}$$
Lemma 1: Let $M \in \mathbb{R}^{n \times n}$ be a K-matrix, $N \in \mathbb{R}^{m \times n}$ a nonnegative matrix, and let $\rho(A)$ denote the spectral radius of $A$. Then $\rho(M^{-1}N) < 1$ if and only if $M-N$ is a K-matrix.

Finally, we introduce the Z-matrices $\mathbf{Y}(k), \mathbf{Z}, \mathbf{Y}, \mathbf{Z} \in \mathbb{R}^{Q \times Q}$, useful to study the monotonicity properties of the mapping $\mathbf{F}$ and the uniqueness of the NE of the proposed games:

$$
[\mathbf{Y}(k)]_{q, r} \triangleq \begin{cases} 
1, & \text{if } q = r \\
\frac{\|H_{qq}(k)\|^2}{\|H_{rr}(k)\|^2}, & \text{if } q \neq r, \quad k = 1, \ldots, N
\end{cases} \quad (19)
$$

$$
[\mathbf{Z}]_{q, r} \triangleq \begin{cases} 
1, & \text{if } q = r \\
\max_{1 \leq k \leq N} \left\{ \frac{\|H_{qq}(k)\|^2}{\|H_{rr}(k)\|^2}, \text{innr}_{qr}(k) \right\}, & \text{if } q \neq r
\end{cases} \quad (20)
$$

with

$$
\text{innr}_{qr}(k) \triangleq \frac{\sigma^2_{q}(k) + \sum_{r'} \|H_{rr'}(k)\|^2 \mu_{q, r}(k)}{\sigma^2_{q}(k)} \quad (21)
$$

and

$$
[\mathbf{Z}]_{q, r} \triangleq \begin{cases} 
1, & \text{if } q = r \\
\max_{1 \leq k \leq N} \left\{ \frac{\|H_{qq}(k)\|^2}{\|H_{rr}(k)\|^2}, \text{innr}_{qr}(k) \right\}, & \text{if } q \neq r
\end{cases} \quad (22)
$$

with

$$
\text{innr}_{qr}(k) \triangleq \text{innr}_{qr}(k) \cdot \sqrt{1 + \sum_{r'} \|H_{rr'}(k)\|^2 \mu_{q, r}(k)} \quad (23)
$$

Note that $\mathbf{Z} \preceq \mathbf{Z}$ (componentwise). The next proposition provides sufficient conditions for the map $\mathbf{F}$ to be a strongly monotone or a uniformly P-function on the set $\mathcal{P}$ and $\mathcal{P}$.

Proposition 2: Given $P, \mathcal{P}, F$, and $T$, defined in (12), (13), (14), and (20), respectively, the following hold:

(a) If $\mathbf{Y}$ is a P-matrix, then $F$ is a uniformly P-function on $\mathcal{P}$ (and thus also on $\mathcal{P}$);

(b) If $\mathbf{Y} \succ 0$ (positive definite), then $F$ is a strongly monotone function on $\mathcal{P}$ (and thus also on $\mathcal{P}$).

Proof: See Appendix B.

It follows readily from the proof of the proposition that a lower bound of the strong monotonicity constant of $F$ on $\mathcal{P}$ is [see (60) in Appendix B]

$$
\hat{c}_{\text{min}}(F) = \max_{1 \leq q \leq Q} \max_{1 \leq k \leq N} \left( \frac{\text{innr}_{qr}(k)}{\sum_{r} \|H_{rr}(k)\|^2 \mu_{q, r}(k)} \right)^2
$$

(24)

with $\lambda_{\text{min}}(\mathbf{Y}) > 0$ denoting the smallest eigenvalue of the symmetric part of $\mathbf{Y}$, and $\varphi_{q}^\max(k) \triangleq \sigma^2_{q}(k) + \sum_{r=1}^{Q} \|H_{rr}(k)\|^2 \mu_{q, r}(k)$. A lower bound of the uniformly P-constant of $F$ can be similarly obtained, based on [34, Ex. 5.11.19]. The P-property of matrix $\mathbf{Y}$ will be used in Section III-B to prove the uniqueness of the NE of the game $\mathcal{G}_{\gamma}$ as well as the convergence of the proposed distributed algorithms; whereas the positive definite property of $\mathbf{Y}$ will be exploited in Section IV where the game with endogenous prices is studied. The constant $\hat{c}_{\text{min}}(F)$ in (24) has important roles in studying the convergence of the distributed algorithms proposed in the forthcoming sections.

Finally, to write the solutions of $\mathcal{G}_{\gamma}$ in a convenient form, we introduce, for each $q$ and $\gamma \geq 0$, the waterfilling-like mapping $W_{q}(\mathbf{p}_{q,q}; \gamma) : \mathbb{R}^{n}_{+} \rightarrow \mathbb{R}^{n}$, defined as: for $k = 1, \ldots, N$

$$
W_{q}(\mathbf{p}_{q,q}; \gamma)_{k} \triangleq \left[ \frac{1}{\mu_{q} + \gamma_{q}(k)} - \frac{\sigma_{q}^{2}(k) + \sum_{r \neq q} \|H_{rr}(k)\|^{2} \mu_{r}(k)}{\|H_{qq}(k)\|^{2}} \right]_{0}^{\text{innr}_{qr}(k)} \quad (25)
$$

where $[x]_{0}^{\text{innr}_{qr}(k)} = \min(b, \text{max}(a, x))$ with $0 \leq a \leq b$ and $\mu_{q} \geq 0$ is chosen to satisfy the power constraint $\sum_{q=1}^{Q} \|w_{q}(\mathbf{p}_{q-q}; \gamma)_{k}\|_{0} \leq P_{q} (\mu_{q} = 0$ if the inequality is strictly satisfied). Practical algorithms to compute the water-level $\mu_{q}$ can be found in [43].

B. Nash Equilibria of Game $\mathcal{G}_{\gamma}$

We can now study the game $\mathcal{G}_{\gamma}$ in (10) and obtain sufficient conditions guaranteeing the uniqueness of the NE, as given next (basic concepts and results on VIs used extensively through the paper are given in Appendix A).

Theorem 3 (Existence and Uniqueness of the Nash Equilibria): Given $\gamma \geq 0$, consider the game $\mathcal{G}_{\gamma}$ in (10) and suppose w.l.o.g. that conditions in (2) are satisfied. Then, the following hold:

(a) The game is equivalent to the VI($\mathcal{P}, \mathbf{F} + \gamma$), which always admits a solution, for any given set of channel matrices, power constraints of the users, and $\gamma \geq 0$. Every NE solution $\mathbf{p} \ast (\gamma) = \{\mathbf{p}_{q}(\gamma)\}_{q=1}^{Q}$ satisfies the following vector waterfilling-like fixed-point equation:

$$
\mathbf{p}_{q}(\gamma) = W_{q}(\mathbf{p}_{q}(\gamma); \gamma), \quad q = 1, \ldots, Q
$$

(26)

with $W_{q}$ defined in (25).

(b) If $\mathbf{Y}$ is a P-matrix (which is the case if $\mathbf{Y}$ is a positive definite matrix), then the NE of $\mathcal{G}_{\gamma}$ is unique.

Proof: (a): By the convexity and the first-order (necessary and sufficient) optimality conditions of each of the optimization problems in (10), we know that $\mathbf{p} \ast$ is a NE of game $\mathcal{G}_{\gamma}$ if and only if for each $q = 1, \ldots, Q$

$$
(\mathbf{p}_{q} - \mathbf{p}_{q})^{T} (\mathbf{p}_{q} - \gamma_{q}) \geq 0 \quad \forall \mathbf{p}_{q} \in \mathcal{P}_{q}.
$$

(27)

The set of inequalities above is equivalent to the VI($\mathcal{P}, \mathbf{F} + \gamma$) (cf. Appendix A).

The existence of a NE of $\mathcal{G}_{\gamma}$—a solution to VI($\mathcal{P}, \mathbf{F} + \gamma$)—follows from [32, Corollary 2.2.5]: the set $\mathcal{P}$ is compact and convex and the function $\mathbf{F}$ is continuous.

The waterfilling-like structure of the Nash equilibria as given in (26) follows directly from the fact that, for every $q$ and fixed $\mathbf{p}_{q-q}$, the waterfilling function $W_{q}(\mathbf{p}_{q-q}; \gamma)$ in (25) is the unique solution to the qth (strictly convex) optimization problem in (10).

(b): If $\mathbf{Y}$ is a P-matrix, then it follows from Proposition 2(a) that the function $\mathbf{F}$ (and thus also $\mathbf{F} + \gamma$) is a uniformly P-function on $\mathcal{P}$, which, together with the Cartesian structure of $\mathcal{P}$ (i.e.,
Suppose that \( \mathbf{T} \) is a P-matrix (or a positive definite matrix) if one (or both) of the following two sets of conditions are satisfied:

Low received MUI:

\[
\frac{1}{u_q} \sum_{r \neq q} u_r \max_k \left\{ \frac{|H_{qr}(k)|^2}{|H_{rr}(k)|^2} \cdot \mathcal{M}_{qr}(k) \right\} < 1, \quad \forall q = 1, \ldots, Q
\]  

(C1)

Low generated MUI:

\[
\frac{1}{u_r} \sum_{q \neq r} u_q \max_k \left\{ \frac{|H_{qr}(k)|^2}{|H_{rr}(k)|^2} \cdot \mathcal{M}_{qr}(k) \right\} < 1, \quad \forall r = 1, \ldots, Q
\]  

(C2)

where \( \mathbf{w} = (u_q)_{q=1}^Q \) is some positive vector.

One can also obtain milder conditions for the uniqueness of the NE of game \( \mathcal{G}_N \) following the approach proposed in [22]. The main result is stated next (the proof follows similar steps as in [22, Th. 2] and is omitted, because of the space limitation).

**Corollary 5:** If each matrix \( \mathbf{T}(k) \) defined in (19) is a P-matrix [or equivalently \( \rho(I - \mathbf{T}(k)) < 1 \), for all \( k = 1, \ldots, N \)], then the NE of \( \mathcal{G}_N \) is unique.

**Remark 2 (Physical Interpretation of the Uniqueness Conditions):** Conditions (C1) and (C2) provide a physical interpretation of the uniqueness of the NE: the uniqueness of the NE is ensured for any given \( \gamma \) if the interference among the links is sufficiently small and, interestingly, is not affected by the values of the prices \( \gamma \). The importance of the above conditions is that they quantify how small the interference must be to guarantee that the equilibrium is indeed unique. Specifically, conditions (C1) can be interpreted as a constraint on the maximum amount of interference that each receiver can tolerate, whereas (C2) introduce an upper bound on the maximum level of interference that each transmitter is allowed to generate. We show next that the uniqueness conditions in Theorem 3 are also sufficient for the convergence of the proposed distributed iterative algorithms, based on the waterfilling best-response (25).

**C. Distributed Algorithms**

We focus now on distributed algorithms that converge to the NE of game \( \mathcal{G}_N \). We consider iterative algorithms based on both sequential and simultaneous updates of the power allocation vectors of the users according to the waterfilling-like best-response (25), and prove their global convergence under the same conditions guaranteeing the uniqueness of the NE of game \( \mathcal{G}_N \). Interestingly, the proposed algorithms can also be implemented in a totally asynchronous way.

**Synchronous Implementation:** The sequential (or the simultaneous) iterative algorithm we propose is an instance of the Gauss-Seidel (or Jacobi) scheme: Each player, sequentially (or simultaneously) and according to a fixed updating order, solves the problem (10), performing the single-user water-filling solution in (25). Denoting by \( \mathbf{p}_q^{(n)}(\gamma) \) the power allocation vector of user \( q \) at the \( n \)th iteration, the sequential IWFA with pricing is formally described in Algorithm 1 (the simultaneous IWFA follows similarly). A unified set of convergence conditions for both sequential and simultaneous versions of the algorithm is given in Theorem 6.

**Algorithm 1: Sequential IWFA with pricing**

**Data:** Choose any \( \mathbf{p}_q^{(0)} \in \mathbb{P}_q \) for all \( q = 1, \ldots, Q \), and set \( n = 0 \).

**Step 1:** If \( \mathbf{p}^{(n)} \) satisfies a suitable termination criterion: STOP

**Step 2:** Sequentially for \( q = 1, \ldots, Q \), compute \( \mathbf{p}_q^{(n+1)}(\gamma) \) as

\[
\mathbf{p}_q^{(n+1)}(\gamma) = \text{WF}_q \left( \mathbf{p}_1^{(n+1)}, \ldots, \mathbf{p}_{q-1}^{(n+1)}, \mathbf{p}_q^{(n)}, \mathbf{p}_{q+1}^{(n)}, \ldots, \mathbf{p}_Q^{(n)} : \gamma \right)
\]  

(28)

**Step 3:** Set \( n \leftarrow n + 1 \); and go to Step 1.

**Theorem 6:** Suppose that \( \mathbf{T} \) defined in (20) is a P-matrix. Then, any sequence \( \{\mathbf{p}^{(n)}(\gamma)\}_{n=0}^{\infty} \) generated by the sequential IWFA (or the simultaneous IWFA) described in Algorithm 1 converges to the unique NE of game \( \mathcal{G}_N \), for any given updating order of the users and \( \gamma \geq 0 \).

**Proof:** See Appendix C.

The proposed algorithms have some desirable properties that make them appealing in many practical ad hoc systems, namely: low complexity, distributed nature, and fast convergence behavior. In fact, given the pricing vector \( \gamma_q \) (recall that in the game \( \mathcal{G}_N \) the pricing vector \( \gamma \) is assumed to be fixed), the optimal power allocations of each user \( q \) can be efficiently and locally computed using a waterfiling based solution; which requires only the local measure of the overall interference-plus-noise power spectral density. Moreover, the simultaneous version of the algorithm has been experimented to converges in very few iterations, even in networks with many active secondary users (see Section V for some numerical results) and imposes less stringent constraints on the synchronization among the secondary user than the sequential version.

Observe that the convergence of the algorithms is guaranteed under the same conditions obtained for the uniqueness of the solution of the game (cf. Theorem 3). As expected, the convergence is ensured if the level of interference in the network is not too high (see Remark 2).

**Asynchronous Implementation:** In a real CR network with many secondary users, the synchronization requirement from both sequential and simultaneous IWFAs might not always be acceptable. It is thus natural to ask whether some asynchronous implementation of the proposed algorithm is still guaranteed to globally converge to the NE of \( \mathcal{G}_N \), under some sufficient conditions. More specifically, we consider totally asynchronous schemes (in the sense specified in [44]), where some secondary users may update their power allocations more frequently than others and they may even use an outdated measurement of the interference caused from the others. The only constraints on the updating schedule performed by the secondary users are that...
each user updates his power allocation at least once within any sufficiently large, but finite, time interval and that outdated measurements of the interference are eventually replaced by more recent ones. We say that an updating schedule of the users is feasible if the conditions above are satisfied (see [24] for a formal description of the asynchronous algorithm in a different context). Convergence conditions are given in the following theorem (the proof is omitted because of the space limitation; see [24] for a similar approach).

**Theorem 7**: Suppose that $\hat{T}$ defined in (22) is a P-matrix. Then, any sequence $\{\p^{(n)}(\gamma)\}_{n=0}^{\infty}$ generated by the totally asynchronous IWFA [44] and based on the mapping $\mathbf{w}(\mathbf{p}|\gamma) = (\mathbf{w}(\mathbf{p}-\mathbf{n}|\gamma))_{q=1}^{Q}$ defined in (25) converges to the unique NE of game $\mathcal{G}_p$, for any given feasible updating schedule of the users and $\gamma \geq 0$.

Note that the asynchronous IWFA contains as special cases a plethora of algorithms, each one obtained by a possible choice of the scheduling of the users in the updating procedure. The sequential IWFA given in Algorithm 1 and the simultaneous IWFA are indeed two special cases. The important result stated in Theorem 7 is that all the algorithms resulting as special cases of the asynchronous IWFA are guaranteed to reach the unique NE of the game, under the same set of convergence conditions, since the entries of matrix $\hat{T}$ do not depend on the particular choice of the updating schedule. This also means that this class of algorithms is robust against missing or outdated updates of the secondary users; which strongly relaxes the constraints on the network synchronization.

The algorithms proposed so far may suffer of the main drawback of classical IWFA (e.g., [17]), i.e., the violation of the interference temperature limits [3], if the pricing vector $\gamma$ is not properly chosen. The goal of the next section is indeed to show how to design the prices in order to preserve the QoS of the primary users, keeping the proposed algorithms as decentralized as possible.

**IV. GAME WITH ENDOGENOUS PRICES**

We focus now on game $\mathcal{G}$ defined in (7) and, using results obtained for game $\mathcal{G}_p$ in (10), we provide sufficient conditions guaranteeing the uniqueness of the solution of $\mathcal{G}$ and propose a variety of iterative algorithms along with their convergence properties. To this end, we introduce the following preliminary definitions and results.

Under the P-property of matrix $\hat{T}$, we have proved in Theorem 3(b) that the NE $\mathbf{p}^*(\gamma)$ of game $\mathcal{G}_p$ is unique, for any given $\gamma \geq 0$. Under this condition, let us choose $\gamma = \gamma(\lambda)$ satisfying (11) and define the map

$$
\Phi : \lambda \rightarrow \left( (\lambda_{p})_{p=1}^{P} \right) \lambda_{tot}
$$

$$
\rightarrow \begin{cases} 
\left( \left( \frac{P_{p, k} - \sum_{q=1}^{Q} \|H_{pq}^{(PS)}(k)\|_{2}^{2}}{\|p_{q}(k; \gamma(\lambda))\|_{2}^{2}} \right)_{k=1}^{N} \right)_{p=1}^{P} \\
\left( \frac{P_{p, k}}{\sum_{k=1}^{K} \|H_{pq}^{(PS)}(k)\|_{2}^{2}} \right)_{p=1}^{P} \\
\left( \frac{\sum_{k=1}^{K} \|H_{pq}^{(PS)}(k)\|_{2}^{2} \|p_{q}(k; \gamma(\lambda))\|_{2}^{2}}{\sum_{k=1}^{K} \|H_{pq}^{(PS)}(k)\|_{2}^{2}} \right)_{p=1}^{P}
\end{cases}
$$

(29)

which measures the violation of the temperature-interference constraints. We also introduce the nonnegative matrix

$$
H_{p,q} = \text{diag} \left( \|H_{pq}^{(PS)}(k)\|_{2}^{2} \right)_{k=1}^{N} + \|\sum_{q_{j}}H_{pj}^{(PS)}(j)\|_{2}^{2},
$$

for $1 \leq i \leq P$ and $1 \leq j \leq N$.

To study game $\mathcal{G}$, we need the following technical property of $\Phi(\lambda)$.

**Proposition 8**: Suppose $\hat{T} \succ 0$. Then the map $\Phi(\lambda)$ in (29) is a co-coercive function of $\lambda \in \mathbb{R}^{P(N+1)}$ with modulus $c_{\text{coec}}(\Phi)$, i.e.

$$
\left( \lambda^{(1)} - \lambda^{(2)} \right)^{T} \left( \Phi \left( \lambda^{(1)} \right) - \Phi \left( \lambda^{(2)} \right) \right) \geq c_{\text{coec}}(\Phi) \left\| \Phi \left( \lambda^{(1)} \right) - \Phi \left( \lambda^{(2)} \right) \right\|_{2}^{2}, \quad \forall \lambda^{(1)}, \lambda^{(2)} \in \mathbb{R}^{P(N+1)}
$$

(31)

with

$$
c_{\text{coec}}(\Phi) \triangleq \frac{\text{\hat{\gamma}}_{\text{sn}}(F)}{\|H\|_{2}^{2}}
$$

(32)

where $\|H\|_{2}$ denotes the spectral norm of $H$ defined in (30), and $\text{\hat{\gamma}}_{\text{sn}}(F)$ is defined in (24).

**Proof**: See Appendix D.

Note that the co-coercivity of $\Phi$ implies that $\Phi$ is Lipschitz continuous with modulus $c_{\text{Lip}}(\Phi) = 1/c_{\text{coec}}(\Phi)$, i.e.

$$
\left\| \Phi \left( \lambda^{(1)} \right) - \Phi \left( \lambda^{(2)} \right) \right\| \leq c_{\text{Lip}}(\Phi) \left\| \lambda^{(1)} - \lambda^{(2)} \right\|
$$

(33)

for all $\lambda^{(1)}, \lambda^{(2)} \in \mathbb{R}^{P(N+1)}$. Using the above results, we focus now on game $\mathcal{G}$ in (7), (8).

**A. Equilibrium Solutions**

The main properties of the solutions of the game $\mathcal{G}$ are given in the following, where $\mathcal{P}, \mathcal{F}, \hat{T}$, and $\Phi$ are defined in (12), (14), (20), and (29), respectively, and $\mathbf{p}^{*}(\gamma(\lambda))$ denotes the unique NE of $\mathcal{G}_{\gamma(\lambda)}$ (under the P-property of $\hat{T}$), with $\gamma(\lambda)$ given in (11).

**Theorem 9**: Consider the game $\mathcal{G}$ and suppose w.l.o.g. that conditions (2) are satisfied. Then, the following hold:

(a) The game $\mathcal{G}$ is equivalent to the VI $(\mathcal{P}, \mathcal{F})$, which always admits a solution, denoted by $\mathbf{p}^{\text{VI}}$. The equivalence is in the following sense: if $\mathbf{p}^{\text{VI}}$ is a solution of the VI, then there exists $\lambda^{\text{VI}}$—the multipliers of the VI associated with the interference constraints (4)—such that $\mathbf{p}^{\text{VI}}$, $\lambda^{\text{VI}}$, is an equilibrium pair of $\mathcal{G}$; conversely, if $(\mathbf{p}^{\text{NE}}, \lambda^{\text{NE}})$ is an equilibrium pair of $\mathcal{G}$, then $\mathbf{p}^{\text{NE}}$ is a solution of the VI, and $\lambda^{\text{NE}}$ are multipliers of the VI.

(b) If $\hat{T}$ is a P-matrix, then the game $\mathcal{G}$ is equivalent to the nonlinear complementarity problem in the price tuple $\lambda$

$$
\text{NCP}(\Phi) : \quad 0 \leq \lambda \perp \Phi(\lambda) \geq 0.
$$

(34)
The equivalence is in the following sense: the NCP($\Phi$) must have a solution and, for any such solution $\lambda_{\text{NE}}^{\text{NCP}}$, the pair $(p^*(\gamma(\lambda_{\text{NE}}^{\text{NCP}})), \lambda_{\text{NE}}^{\text{NCP}})$ is an equilibrium of $G$; conversely, if $(p_{\text{NE}}^{*}, \lambda_{\text{NE}}^{*})$ is an equilibrium pair of $G$, then $\lambda_{\text{NE}}^{*}$ is a solution of the NCP($\Phi$) with $p^*(\gamma(\lambda_{\text{NE}}^{*})) = p_{\text{NE}}^{*}$.

(c) If $\hat{\mathbf{T}}$ is positive definite, then

(c1) The solution $p^{\text{VI}}$ of the VI($\mathcal{P}, F$) is unique, and it must be $p^{\text{VI}} = p^*(\gamma(\lambda_{\text{NE}}^{\text{NCP}}))$, for any solution $\lambda_{\text{NE}}^{\text{NCP}}$ of the NCP($\Phi$); (c2) The game $G$ has a unique least-norm price tuple, denoted by $\lambda_{\text{NE}}^{\text{LN}}$, such that $||\lambda_{\text{NE}}^{\text{LN}}||_2 \leq ||\lambda_{\text{NE}}^{*}||_2$, for any price solution $\lambda_{\text{NE}}^{*}$ of the game.

Proof: (a) With each $\hat{\mathbf{p}}_q$ being a convex, in particular, a polyhedron, the Nash problem (7) is equivalent to its KKT optimality conditions, which, together with the complementarity conditions in (8), are given in (35) at the bottom of the page (cf. Appendix A), where $\zeta_{p,k}$ denote the multipliers of the mask constraints and $\mu_q$ are the multipliers of the transmit power constraints. It follows from [32, Prop. 1.3.4] (see also (49) in Appendix A) that the mixed nonlinear complementarity problem above is just the KKT system of the VI($\mathcal{P}, F$), where $\lambda_{\text{NE}}^{\text{p},k}$'s and $\lambda_{\text{tot}}^{\text{p}}$'s are the multipliers of the interference constraints (4). The VI($\mathcal{P}, F$) always admits a solution, since the set $\mathcal{P}$ is convex and compact, and the function $F(p) : \mathcal{P} \ni p \mapsto \mathbb{R}^{NQ}$ is continuous [32, Corollary 2.2.5].

(b) Let $(p_{\text{NE}}^{*}, \lambda_{\text{NE}}^{*})$ be an equilibrium pair of $G$ [whose existence is guaranteed by statement (a)]. Then, $p_{\text{NE}}^{*}$ must be the unique NE of game $G_{\gamma}(\lambda_{\text{NE}}^{*})$, i.e., $p^*(\gamma(\lambda_{\text{NE}}^{*})) = p_{\text{NE}}^{*}$ [the uniqueness follows from Theorem 3(b) and the P-property of $\hat{\mathbf{T}}$]. Hence, $\lambda_{\text{NE}}^{*}$ is a solution of the NCP($\Phi$). Conversely, if $\lambda_{\text{NE}}^{\text{NCP}}$ is any solution of the NCP($\Phi$), then $(p^*(\gamma(\lambda_{\text{NE}}^{\text{NCP}})), \lambda_{\text{NE}}^{\text{NCP}})$ must be an equilibrium of $G$.

(c) The first part of (c1) follows from the strong monotonicity of $F$ on $\hat{\mathcal{P}} \supseteq \mathcal{P}$ (and thus also on $\mathcal{P}$) [32, Th. 2.3.3(b)], as stated in Proposition 2(b) under $\hat{\mathbf{T}} \succ 0$. The latter part of (c1) follows readily from statement (b) and the uniqueness of the solution $p^{\text{VI}}$ of the VI($\mathcal{P}, F$). Statement (c2) follows from the fact that, under $\hat{\mathbf{T}} \succ 0$, the NCP($\Phi$) is monotone (the function $\Phi$ is co-coercive on $\mathbb{R}^Q_{+} \times \mathbb{R}^{NQ+1}$ and thus monotone, see Proposition 8) and solvable, which is sufficient for the NCP($\Phi$) to have a convex solution set [32, Th. 2.3.5(a)]. As a consequence, the NCP($\Phi$) must have a unique least-norm solution.

A graphical representation of the main results in Theorem 9 as well as the relationships among the various games and the associated VI reformulations is given in Fig. 2.

Remark 3 (On the Uniqueness of the Equilibrium Solution): Observe that the uniqueness of the solution of the VI($\mathcal{P}, F$) as stated in Theorem 9(c1) implies only the uniqueness of the power allocation $p_{\text{NE}}^{*}$ of the secondary users at the NE of $G$, but not of the price tuple $\lambda$. The interesting result is that, in such a case, all these prices $\lambda_{\text{NE}}^{\text{NCP}}$—the solutions of the NCP($\Phi$)—yield equilibrium pairs $(p^*(\gamma(\lambda_{\text{NE}}^{\text{NCP}})), \lambda_{\text{NE}}^{\text{NCP}})$ of game $G$ having the same optimal power allocation $p_{\text{NE}}^{*}$, i.e., $p^*(\gamma(\lambda_{\text{NE}}^{\text{NCP}})) = p_{\text{NE}}^{*}$. Nevertheless, part (c2) identifies a special price tuple that motivates a distributed algorithm for solving the game $G$ whose convergence can be established under $\hat{\mathbf{T}} \succ 0$ (see Section IV-B).

Remark 4 (On the Uniqueness Conditions): Sufficient conditions for matrix $\hat{\mathbf{T}}$ being a P-matrix (or a positive definite matrix) are given in Corollary 4. We thus refer to this corollary and to Remark 2 for a discussion on the physical interpretation of these conditions. Note that conditions given in Theorem 9 guaranteeing the uniqueness of the solution of the VI($\mathcal{P}, F$) (and thus the uniqueness of the optimal power allocation of game $G$) are stronger than those required by Theorem 3 for the uniqueness of the solution of VI($\hat{\mathbf{T}}, F$) (and thus the NE of game $G_{\gamma}$, for any given $\gamma \geq 0$). This is due to the fact that the uniform P-property of the mapping $F$ on $\mathcal{P}$ (Proposition 2) does not directly yield the desired uniqueness result of the solution of VI($\mathcal{P}, F$), because the set $\mathcal{P}$ is not a Cartesian product as instead $\hat{\mathbf{T}}$. For a set with no Cartesian product structure, a stronger condition on $F$ is required for the associated VI having a unique solution; which is indeed the strong monotonicity property [32, Th. 2.3.3]. However, milder conditions guaranteeing the uniqueness of the solution of the VI($\mathcal{P}, F$) than those given in Theorem 9(c1) can be obtained by imposing the strong monotonicity of $F$ on $\mathcal{P}$ rather than on $\hat{\mathbf{T}} \supseteq \mathcal{P}$ (we omit the details because of the space limitation).

\[ 0 \leq p_q(k) \perp - \frac{1}{\delta_q^2(k) + \sum_r |H_{qr}(k)|^2 p_r(k)} + \sum_{j=1}^{P} |H_{pq}^{(P, S)}(k)|^2 p_q(k) + \zeta_{p,k} + \mu_q \geq 0, \quad \forall k = 1, \ldots, N, \quad \forall q = 1, \ldots, Q, \]

\[ 0 \leq \zeta_{p,k} \perp p_{\text{max}}(k) - p_q(k) \geq 0, \]

\[ 0 \leq \mu_q \perp p_q - \sum_{k=1}^{N} p_q(k) \geq 0, \]

\[ 0 \leq \lambda_{p,\text{tot}} \perp \sum_{q=1}^{Q} |H_{pq}^{(P, S)}(k)|^2 p_q(k) \geq 0, \quad \forall p = 1, \ldots, P, \]

\[ 0 \leq \lambda_{p,k}^{\text{p},\text{max}} \perp \sum_{q=1}^{Q} |H_{pq}^{(P, S)}(k)|^2 p_q(k) \geq 0, \quad \forall k = 1, \ldots, N, \quad \forall p = 1, \ldots, P. \]
Remark 5 (On the NCP Reformulation of the Game): Theorem 9 postulates the equivalence of the game $G$ with the VI($P, F$) [Theorem 9(a)] as well as with the NCP($\Phi$) [Theorem 9(b)–(c)]. The reformulation as a VI allows the characterization of the existence and uniqueness of the solution. However, it leads to algorithms that, in principle, require some coordination among the secondary users, since the interference constraints impose a coupling among strategies of the secondary users (the set $P$ of the VI($P, F$) is not a Cartesian product). The NCP formulation precisely solves this limitation and offers the possibility of devising iterative algorithms that can be implemented in a distributed fashion among all players and whose convergence can be studied using known results from the theory of VIs (cf. [32, Chapter 12]). In the following, we thus focus on this NCP equivalence to devise distributed algorithms for computing the solutions of game $G$.

B. Distributed Algorithms

In this section, we propose several iterative algorithms, along with their convergence properties, for computing an equilibrium solution of game $G$. The proposed algorithms differ in: i) the signaling required between primary and secondary users; ii) the computational effort; iii) the convergence speed; and iv) the convergence analysis. A formal description of the proposed algorithms is given next.

**Algorithm 2:** Based on the NCP($\Phi$) formulation of the game $G$ [cf. Theorem 9(b)–(c)], the algorithm is just the Projection Algorithm with variable steps [32, Alg. 12.1.4] and is formally described in Algorithm 2, where the waterfilling mapping $\text{wf}_q(\cdot; \gamma(\lambda))$ is defined in (25), with $\gamma(\lambda)$ given in (11), and $\Phi(\lambda)$ is defined in (29).

**Algorithm 2: Projection algorithm with variable steps**

**Data:** Choose any $\lambda^{(0)} \geq 0$; set $n = 0$.

**Step 1:** If $\lambda^{(n)}$ satisfies a suitable termination criterion: STOP

**Step 2:** Given $\lambda^{(n)}$, compute $p^*(\gamma(\lambda^{(n)}))$ as the unique NE of $G_{\gamma}(\lambda^{(n)})$ (e.g., via Algorithm 1)

$$
\text{wf}_q \left( \gamma \left( \lambda^{(n)} \right) \right) = \text{wf}_q \left( p^*_{\gamma_q} \left( \gamma \left( \lambda^{(n)} \right) \right), \gamma (\lambda^{(n)}) \right), \quad \forall q
$$

**Step 3:** Choose $\tau_n > 0$ and update the price vectors $\lambda$ according to

$$
\lambda^{(n+1)} = \left[ \lambda^{(n)} - \tau_n \Phi \left( \lambda^{(n)} \right) \right]^+ \quad (37)
$$

**Step 4:** Set $n \leftarrow n + 1$; go to Step 1.

The algorithm has the following interpretation. In the main loop, at the $n$th iteration, each primary user $p$ measures the received interference generated by the secondary users and, locally and independently from the other primary users, adjusts his own set of prices $\lambda_p^{(n)}$ via the simple projection scheme in (37) [i.e., the update in (37) is implemented in a decentralized fashion]. The primary users broadcast their own prices $\lambda_p^{(n)}$ to the secondary users, who then play the game $G_{\gamma}(\lambda^{(n)})$ defined in (10) corresponding to the price tuple $\lambda^{(n)}$, based on Algorithm 1 (sequential, simultaneous, or asynchronous). The convergence

---

*Through this section we tacitly assume that some interaction between the primary and the secondary users in the CR system is allowed (as, e.g., in the property-right CR model [5]), so that the updates of the prices can be performed by the primary users. A detailed discussion on the implementation of the proposed algorithms within the context of other CR debate models is given in Section IV-C.*
result of Algorithm 2 is given in the following theorem, whose proof follows from Proposition 8 and [32, Th. 12.1.8].

**Theorem 10:** Suppose \( \mathbf{y} \succ 0 \). If the scalars \( \tau_n \) are chosen so that \( 0 < \inf_n \tau_n \leq \sup_n \tau_n < 2c_{\text{coec}}(\Phi) \), where \( c_{\text{coec}}(\Phi) \) is defined in (32), then the sequence \( \{\lambda(n)\}_{n=0}^{\infty} \) generated by Algorithm 2 converges to a solution of the NCP(\( \Phi \)).

**Algorithm 3:** In this algorithm, we modify the outer loop of Algorithm 2 [i.e., the rule for updating the price tuple in the Step 3] to avoid the choice of the step-size sequence \( \{\tau_n\} \) that depends on the co-coercive modulus of \( \Phi(\lambda) \) as instead in Algorithm 2 (cf. Theorem 10). The proposed modification is an adaptation of the Hyperplane Projection Algorithm presented in [32, Alg. 12.1.12], which adds an Armijo-type step-size selection that requires shared information among the primary users. The main loop of Algorithm 3 is formally described in the following, where \( \delta \in (0,1) \) is a given constant.

**Algorithm 3: Hyperplane Projection Algorithm**

The steps of the algorithm are the same as those of Algorithm 2 except for Step 3, which is modified as follows. Let \( \lambda(n) \geq 0 \) and \( \delta \in (0,1) \) be given.

**Step 3a:** Compute
\[
\lambda(n+\frac{1}{2}) \triangleq \left[ \lambda(n) - \Phi(\lambda(n)) \right]^+.
\]

**Step 3b:** Compute
\[
\lambda(n+1/2) \triangleq \lambda(n) + 2^{-\ell_n} \left( \lambda(n+1/4) - \lambda(n) \right),
\]
with \( \ell_n \) being the smallest nonnegative integer \( \ell \) (which must be finite) such that, with \( \tau \triangleq 2^{-\ell} \),
\[
\left[ \lambda(n) - \lambda(n+\frac{1}{2}) \right]^T \Phi \left( \lambda(n) + \tau \left( \lambda(n+\frac{1}{2}) - \lambda(n) \right) \right) \geq \delta \left\| \lambda(n) - \lambda(n+\frac{1}{2}) \right\|_2^2.
\]

**Step 3c:** Update the price tuple
\[
\lambda(n+1) \triangleq \left[ \lambda(n) - \lambda(n+\frac{1}{2}) \right]^T \Phi \left( \lambda(n+\frac{1}{2}) \right) + \left\| \Phi \left( \lambda(n+\frac{1}{2}) \right) \right\|_2^2.
\]

The additional computational complexity in the above main loop with respect to the main loop of Algorithm 2 is in the repeated evaluation of the function \( \Phi(\lambda(n) + \tau(\lambda(n+1/4) - \lambda(n))) \) corresponding to a (finite) sequence of decreasing step-sizes \( \tau \). When implemented by the primary users, this requires a signaling among them (if there is more than one primary user in the system). Moreover, for each evaluation from the primary users of \( \Phi(\lambda) \) at a given \( \lambda \), the secondary users are required to play the game \( G_{\gamma} \) with \( \gamma = \gamma(\lambda) \). The convergence of Algorithm 3 is stated in the following theorem, whose proof follows from Proposition 8 and [32, Th. 12.1.16].

**Theorem 11:** Suppose \( \mathbf{y} \succ 0 \). Then the sequence \( \{\lambda(n)\}_{n=0}^{\infty} \) generated by Algorithm 3 converges to a solution of the NCP(\( \Phi \)).

**Algorithm 4:** With respect to Algorithm 2, this algorithm has the added benefits of obtaining the (unique) least-norm solution of the NCP(\( \Phi \)), as stipulated in Theorem 9(c) (recall that the optimal \( \lambda \) might not be unique; see Remark 13). To this end, the price tuple is updated by successively solving a sequence of nonlinear complementarity subproblems defined by the perturbed map \( \Phi + \varepsilon_n \mathbf{1} \) (Tikhonov regularization), for a sequence of decreasing scalars \( \{\varepsilon_n\} 
leq 0 \), where \( \mathbf{1} \) denotes the identity map (i.e., \( \mathbf{1} : \lambda \rightarrow \lambda \)). For each of these subproblems, we employ a simple Constant-step Projection Method [32, Alg. 12.1.11], whose convergence is ensured, under \( \mathbf{y} \succ 0 \), by the strong monotonicity of the map \( \Phi + \varepsilon_n \mathbf{1} \) [32, Th. 12.1.2]. The formal description of the main loop of Algorithm 4 is given in the following and convergence stated in Theorem 12.

**Algorithm 4: Tikhonov regularization Algorithm**

The steps of the algorithm are the same as those of Algorithm 2 except for Step 3, which is modified as follows. Let \( \lambda(n) \geq 0 \), \( \{\varepsilon_n\}_{n=0}^{\infty} \) and \( \tau_n \succ 0 \) be given.

**Step 3:** Compute the unique solution \( \lambda^{(n+1)} \) of the NCP(\( \Phi + \varepsilon_n \mathbf{1} \)) as the limit point of the sequence \( \{\lambda^{(\ell_n)}\}_{\ell_n=n}^{\infty} \) generated by the subiteration: given \( \lambda^{(0,n)} \), let
\[
\lambda^{(\ell+1,n)} \triangleq \left[ \lambda^{(\ell,n)} - \tau_n^{-1} \left( \Phi \left( \lambda^{(n)} \right) + \varepsilon_n \lambda^{(\ell,n)} \right) \right]^+,
\]
with \( \ell = 1,2,\ldots,\infty \).

**Theorem 12:** Suppose \( \mathbf{y} \succ 0 \). If each step-size \( \tau_n^{-1} \) in (41) is such that \( \tau_n \succ \left( (c_{\text{lip}}(\Phi) + \varepsilon_n)^2/2\varepsilon_n \right) \), where \( c_{\text{lip}}(\Phi) \) is defined in (33), then the sequence \( \{\lambda^{(\ell,n)}\}_{\ell_n=n}^{\infty} \) generated by the subiteration in Algorithm 4 converges to the unique solution \( \lambda^{(n+1)} \) of the NCP(\( \Phi + \varepsilon_n \mathbf{1} \)) of the NCP(\( \Phi + \varepsilon_n \mathbf{1} \)). Moreover, the sequence \( \{\lambda^{(n)}\}_{n=0}^{\infty} \) converges to the least-norm solution of the NCP(\( \Phi \)) as \( \varepsilon_n \downarrow 0 \).

**Proof:** See Appendix E.

A variation (inexact version) of the proposed algorithm can also be considered, in which each \( \lambda^{(n+1)} \) is not required to be an exact solution of the NCP(\( \Phi + \varepsilon_n \mathbf{1} \)); i.e., the subiterations (41) can be terminated according to a prescribed criterion that progressively becomes tighter as the iteration in \( n \) proceeds. We omit the details and refer the interested reader to [45].

**Algorithm 5:** As opposed to the previous algorithms based on two nested loops, in this algorithm, there is only a major loop in which the secondary and the primary users update their decisions at the same level either sequentially or simultaneously.

---

4For the reader convenience, we recall that, according to [32, Th. 12.1.8], the projection algorithm with variable steps [32, Alg. 12.1.4] converges to a solution of the NCP(\( \Phi \)) [whose existence is guaranteed by Theorem 9(b), under the P-property of \( T \)] if the function \( \Phi \) is co-coercive on \( \mathbb{R}^{N+N+1} \) with constant \( c_{\text{coec}}(\Phi) \), and \( 0 < \inf_n \tau_n \leq \sup_n \tau_n \leq 2c_{\text{coec}}(\Phi) \). Invoking Proposition 8, Theorem 10 follows readily.

5For the reader convenience, we recall that, according to [32, Th. 12.1.16], the convergence of the Hyperplane Projection Algorithm [32, Alg. 12.1.12] (Algorithm 3) to a solution of the NCP(\( \Phi \)) is guaranteed if the function \( \Phi \) is continuous and monotone on \( \mathbb{R}^{N+N+1} \) (weaker conditions on \( \Phi \) are required in [32, Th. 12.1.16]). Under the assumption \( \mathbf{y} \succeq 0 \), the mapping \( \Phi \) satisfies these conditions (cf. Proposition 8).
(in the version described in Algorithm 5, the update is simultaneous). Thus, in Algorithm 5, the primary users adjust their prices as soon as the secondary users complete one iteration of their non-equilibrium allocation updates, rather than waiting for a full equilibrium response, as in Algorithm 2. The formal description of the algorithm is given in Algorithm 5.

Interestingly, in Algorithm 5, the primary users can be interpreted as an extra player of an augmented game \( \tilde{G} \) (equivalent to the original game \( G \)), who solves a trivial nonnegatively constraint linear program in the variable \( \lambda \), parametrized by \( p \) and based on the proximal regularization (alternative regularization schemes are possible, such as the well-known Tikhonov regularization [32]). At the beginning of the \((n + 1)\)th iteration, given \( \zeta > 0 \), \( p^{(n+1)} \) and \( \lambda^{(n)} \), \( \lambda^{(n+1)} \) is the unique minimizer of the convex quadratic program:

\[
\begin{align*}
\min_{\lambda > 0} & \sum_{i=1}^{P} \lambda_{p_{i}, \text{tot}} + \sum_{q=1}^{N} \sum_{k=1}^{K} \left| H_{pq}^{(P;S)}(k) \right|^{2} p_{q}^{(n+1)}(k) \\
& + \sum_{i=1}^{P} \sum_{k=1}^{K} \lambda_{p_{i}^{\text{peak}}}^{(n)} \left( p_{i}^{\text{peak}}(k) - \sum_{q=1}^{Q} \left| H_{pq}^{(P;S)}(k) \right|^{2} p_{q}^{(n+1)}(k) \right) \\
& + \frac{\zeta}{2} \left\| \lambda - \lambda^{(n)} \right\|^{2}
\end{align*}
\]

whose solution has the explicit expression given in (44).

**Algorithm 5: Proximal regularization algorithm**

**Data:** Choose any \( \lambda^{(0)} \geq 0 \), \( p_{q}^{(0)} \in \tilde{P}_{q} \) for all \( q = 1, \ldots, Q \), and \( \zeta > 0 \), set \( n = 0 \).

**Step 1:** If \((\lambda^{(n)}, p^{(n)})\) satisfies a suitable termination criterion: STOP.

**Step 2:** Given \( \lambda^{(n)} \), sequentially for \( q = 1, \ldots, Q \), compute \( p_{q}^{(n+1)}(\gamma(\lambda^{(n)})) \) as

\[
p_{q}^{(n+1)} = \frac{\gamma(\lambda^{(n)}))}{w_{q}(p_{q}^{(n+1)}; p_{q-1}^{(n+1)}, \ldots, p_{p+1}^{(n+1)})} \quad \text{for all } q = 1, \ldots, Q.
\]

**Step 3:** Update the price vectors \( \lambda \) for all \( p = 1, \ldots, P \), and \( k = 1,\ldots,N \), compute

\[
\begin{align*}
\lambda_{p_{i}, \text{tot}}^{(n+1)} &= \lambda_{p_{i}, \text{tot}}^{(n)} \\
& - \zeta^{-1} \left( p^{\text{waterfill}}_{p_{i}, \text{tot}} - \sum_{q=1}^{Q} \sum_{k=1}^{K} \left| H_{pq}^{(P;S)}(k) \right|^{2} p_{q}^{(n+1)}(k) \right) \\
\lambda_{p_{i}^{\text{peak}}}^{(n+1)} &= \lambda_{p_{i}^{\text{peak}}}^{(n)} \\
& - \zeta^{-1} \left( p^{\text{peak}}_{p_{i}^{\text{peak}}} - \sum_{q=1}^{Q} \left| H_{pq}^{(P;S)}(k) \right|^{2} p_{q}^{(n+1)}(k) \right)
\end{align*}
\]

**Step 4:** Set \( n \leftarrow n + 1 \); go to Step 1.

While being closest in spirit to the IWFA algorithms described in Section III-C, the convergence analysis of Algorithm 5 is in jeopardy due to two causes: (i) the coupling of the secondary users’ variables due to the interference constraints, and (ii) the relaxed control of pricing mechanism that imposes too little restriction on the price tuple. Up to date, a proof of convergence of Algorithm 5 is missing. In Section V, we provide some numerical results supporting the convergence of the algorithm in practical CR scenarios.

**C. Practical Implementation of the Proposed Algorithms**

In the proposed algorithms there are two levels of updates: 1) the computation of the optimal power allocations of the secondary users, given the prices \( \gamma_{q}(k; \lambda) \); and 2) the updates of the prices \( \lambda_{p_{i}}^{\text{peak}} \) and \( \lambda_{p_{i}, \text{tot}} \), given the interference (the power allocation) generated by the secondary users. The former can be performed directly by the secondary users using some of the algorithms (either synchronous or asynchronous) proposed in Section III-C. Note that, once \( \gamma_{q}(k; \lambda) \) are given, these algorithms are totally distributed, since the secondary users only need to measure the received MUI over the \( N \) subcarriers to perform the waterfilling solution in (25). The update of the prices \( \lambda_{p_{i}}^{\text{peak}} \) and \( \lambda_{p_{i}, \text{tot}} \), once the interference generated by the secondary users at the receivers of the primary users is given, can be performed in different forms, according to Algorithms 2–5. Depending on the debate position assumed for the CR network—the property-right model or the common model—this update can be performed by the primary users (as assumed so far) or by the secondary users themselves, which leads to a different computational complexity and amount of signaling between the primary and the secondary users, as described next.

**Property-Right CR Model:** In a CR network based on the property-right model (also termed as spectrum leasing model), an interaction between the primary and the secondary users is allowed. It is thus natural that the update of the prices is performed by the primary users. In such a case, in all the proposed algorithms, the signaling from the secondary users to the primary users is implicit, since the primary users to update the prices only need to locally measure the global received interference. The signaling from the primary to the secondary users, however, is explicit: the primary users have to broadcast the prices \( \lambda_{p_{i}}^{\text{peak}} \) and \( \lambda_{p_{i}, \text{tot}} \) and the secondary users receive and estimate their values. Note that, if the transmission of the prices is performed by the primary receivers and the reception by the secondary transmitters, then there is no need from the secondary users to estimate separately the cross-channel transfer functions \( H_{pq}^{(F;S)}(k) \) and the prices, since the secondary users receive directly what they really need to compute the waterfilling solution (25), which are the terms \( \left| H_{pq}^{(F;S)}(k) \right|^{2} (\lambda_{p_{i}}^{\text{peak}} + \lambda_{p_{i}, \text{tot}}) \). Regarding the computational complexity of the price update process, Algorithms 2–4 require inner iterations among the secondary users responding to the primary users’ announced price directives, whereas Algorithm 5 is composed by only one major loop in which the secondary and primary users update their decisions at the same level, either sequentially or simultaneously. More specifically, to update the prices, Algorithm 2 employs a gradient projection methods with arbitrarily chosen variable steps that are restricted to be less than the co-coercivity modulus of the function \( \Phi \) (see Theorem 10). By employing a proper variable step-size rule, Algorithm 3 bypasses this restriction, and thus, can be implemented without the knowledge of this
constant. Nevertheless, additional computations are required in the main loop of the algorithm that involve shared information among the primary users. By employing a double iteration within each main loop among the primary users, Algorithm 4 offers a method to compute the least-norm price tuple of the game $G$ as stipulated by part Theorem 9(c), at the price of some signaling among the primary users. Of course, in Algorithms 3 and 4 there is no extra signaling in the outer loop if there is only one primary user in the system. Finally, being composed by only one major loop, Algorithm 5 has the advantage to be totally distributed and requires minimum interaction among the players.

In some scenarios where the primary users cannot communicate with the secondary users (e.g., when the primary users are legacy systems) and the primary receivers have a fixed geographical location, it may be possible to install some monitoring devices close to each primary receiver having the functionality of interference measurement as well as price computation and broadcasting.

**CR Common Model:** In a CR network based on the common model, the primary users are oblivious of the presence of the secondary users, thus behaving as if no secondary activity was present. In such a case, the update of $\lambda_{P_{k}}$ and $\lambda_{P_{tot}}$ needs to be performed by the secondary users themselves. Nevertheless, at the price of additional (albeit reduced) signaling among the secondary users and computational complexity, Algorithms 2–5 can be still implemented in a distributed fashion by the secondary users. The only additional assumption we need is that each secondary user $q$ can estimate the cross-channel transfer functions $H_{p_{k}}^{(P_{S_{q}})}(k)$ between his transmitter and the receivers of the primary users and thus the interference $\text{MUL}_{pq}(k)$ generated at the receivers of the primary users over each subcarrier. The global interference $\sum_{q=1}^{Q} \text{MUL}_{pq}(k)$ generated by all the secondary users, which is what each secondary user really needs to update the prices, can be locally computed by each secondary user by running an average consensus algorithm [46], [47] that requires the interaction only between nearby secondary nodes. It is known that if the network of secondary users is connected, under mild assumptions on the consensus algorithm, every secondary user is able to get the average interference $\sum_{q=1}^{Q} \text{MUL}_{pq}(k)$ in a distributed and (possibly) asynchronous way [47].

Finally, observe that the (almost) distributed nature of the proposed algorithms comes at some price: since the Nash equilibria of the game $G$ are not in general Pareto efficient (even when there is a unique NE), the solutions achievable by the proposed algorithms might be Pareto dominated. A formal analysis of the performance loss due to the use of the Nash criterion with respect to the Pareto optimal solutions (the so-called price-of-anchor) is up-to-date a formidable open problem to solve, and it goes beyond the scope of this paper. Recall however that solving the system-wide optimization is an NP-hard problem, even in the absence of interference constraints [8]. Furthermore, there are some practical CR scenarios where a (possibly suboptimal) system-wide optimization cannot be implemented, as secondary users are heterogeneous systems that are not willing to cooperate. Devising possibly distributed algorithms that converge to the globally optimal solutions of the system-wide optimization problem is up to date a formidable open problem that is worth to be investigated. This, however, goes beyond the scope of the paper.

**V. NUMERICAL RESULTS**

In this section, we provide some numerical results to illustrate our theoretical findings. More specifically, we compare the performance of the proposed game theoretical formulation via VI with the classical IWFA based on individual mask constraints, as studied in [20], [21], [23], and [24]. We also compare some of the proposed algorithms in terms of convergence speed.

**Conservative IWFA versus Flexible IWFA:** We compare three different approaches, namely the VI-based formulation (Algorithms 2 and 5), the classical IWFA [17], [33], and the IWFA using spectral mask constraints [20], [21], [23], [24], in terms of interference generated at the primary user receivers and the achievable sum-rate from the secondary users; we refer to these algorithms as flexible IWFA, classical IWFA and conservative IWFA, respectively. As an example, we consider a CR system composed of 6 secondary links randomly distributed within an hexagonal cell and one primary user (the BS at the center of the cell). The primary user imposes a constraint on the maximum interference that can tolerate. For simplicity in our description, we assume that the primary user imposes a constant interference threshold over the whole spectrum, namely: $P_{P_{k}}^{\text{peak}} = 0.01$ (strong interference constraint) and $P_{P_{k}}^{\text{peak}} = 0.028$ (weak interference constraint) for all $k = 1, \ldots, N$ [see (4)]. The individual spectral mask constraints used in the conservative IWFA are chosen so that all the secondary users generate the same interference level at the primary receiver and the aggregate interference satisfies the imposed interference threshold. In Fig. 3 we plot the PSD of the interference generated by the secondary users at the receiver of the primary user, obtained, for a given channel realization, using the flexible IWFA (based on Algorithm 2 with constant step-size) and the conservative IWFA, under two different interference constraints. As benchmark, we also include the PSD of the interference generated by the classical IWFA [17], [33]. We clearly see from the picture that while classical IWFA violates the interference constraints, both conservative and flexible IWFAs satisfy them, but the global interference constraints impose less stringent conditions on the transmit power of the secondary users than those imposed by the individual interference constraints based on the spectral masks. However, this comes at the price of some signaling from the primary to the secondary users. Note also that, in the case of weak interference constraints, the flexible IWFA and the classical IWFA generate almost the same interference profile over the subcarriers where the interference constraint is strictly satisfied [since the complementarity condition (8), the prices $\lambda_{P_{k}}^{\text{peak}}$ over those subcarriers are zero].

Thanks to less stringent constraints on the transmit powers of the secondary users, the flexible IWFA is expected to exhibit a much better performance than the conservative IWFA also in terms of rates achievable by the secondary user. Fig. 4 confirms this intuition, where we plot the average sum-rate of the secondary users achievable by the conservative IWFA and the flexible IWFA as a function of the maximum tolerable interference
Fig. 3. Comparison of IWFA algorithms: classical IWFA, conservative IWFA, and flexible IWFA, under strong and weak interference constraints; PSD of the interference profile at the primary user’s receiver.

Fig. 4. Comparison of IWFA algorithms: classical IWFA, conservative IWFA, and flexible IWFA: Achievable sum-rate versus the interference constraint.

at the primary receiver, within the same setup of Fig. 3. The curves are averaged over 500 random i.i.d. Gaussian channel realizations.

Convergence Speed: In Fig. 5(a) we plot the worst-case violation of the interference constraint achieved by Algorithms 2 and 5 versus the number of iterations of the outer loop, for a CR system as in Fig. 3, composed now of 15 active secondary links. Interestingly, for the example considered in the figure, both Algorithms 2 and 5 experience the same convergence behavior (provided that the step-size is properly chosen) and converge reasonably fast. Thus, in such a scenario, Algorithm 5 is preferred to Algorithm 2, since it requires less iterations among the secondary users. Finally, in Fig. 5(b), we compare the performance in terms of convergence speed of the sequential and simultaneous IWFA with pricing (see Algorithm 1) used to compute the NE of game $G_{\gamma}(\lambda)$ in the inner loop of Algorithm 2, for a given price tuple $\lambda$ and channel realization. In the figure, we plot the rate evolution of the secondary users’ links corresponding to the two cited algorithms as a function of the iteration index. To make the figure not excessively overcrowded, we plot only the curves of 3 out of 15 links. As expected, the sequential IWFA is slower than the simultaneous IWFA, especially if the number of active links $Q$ is large, since each user is forced to wait for all the users scheduled in advance, before updating his own power allocation. The same qualitative behavior has been observed for different channel realizations and value of prices. The fast convergence behavior of the IWFAs in the inner loop provides an intuitive explanation of why Algorithms 2 and 5 have been experienced to have almost the same convergence speed [Fig. 5(a)], provided that the step-size is properly chosen: After the first round of the IWFA in the inner loop, the secondary users are expected to be quite close the NE of $G_{\gamma}(\lambda)$ already.

VI. CONCLUSION

In this paper, we have proposed a novel NE problem based on VI to solve one of the challenging and unsolved resource allocation problems in CR systems: How to allow in a decentralized way concurrent communication over frequency-selective channels among secondary users, under constraints imposed to the secondary users on the maximum per-carrier and global MUI tolerable at the primary receivers. We have seen how VI theory provides the natural framework to solve the proposed NE problem, namely: 1) the establishment of conditions guaranteeing the uniqueness of the equilibrium solution; and 2) the design of fairly decentralized algorithms able to reach the equilibrium points, with minimal coordination among the nodes. The proposed algorithms differ in the tradeoff between performance (in terms of information rate) achievable by the secondary users and the degree of information to be exchanged between the primary and the secondary users, and they have been shown to outperform the classical algorithms based on IWFA with spectral mask constraints (at the price of some signaling, albeit very reduced, from the primary to the secondary users).
The set of solutions to this problem is denoted SOL(K, F).

Several standard problems in nonlinear programming, game theory, and nonlinear analysis can be naturally formulated as a VI problem, and some examples follow (see [32] for more source problems).

– Solution of systems of equations. The simplest example of VI is the problem of solving a system of equations. In fact, it is easy to see that if K = R^n, then VI(K, F) is equivalent to finding a x* ∈ R^n such that F(x*) = 0. As special case, if the mapping F is affine, i.e., F(x) = Ax + b, the previous problem is equivalent to the classical system of equation Ax = b.

– Fixed-point problems. Given a closed and convex set K and a mapping T : K → K, the fixed-point problem is to find a vector x* ∈ K such that T(x*) = x*. This problem can be converted into a VI format, simply by defining F(x) = x - T(x).

– Constrained and unconstrained optimization. If K is convex and the mapping F in VI(K, F) is the gradient of a real-valued function f : K → R, then VI(K, F) represents a necessary conditions of optimality for the following optimization problem: find a point x* ∈ K such that f(x*) ≤ f(x), for all x ∈ K. Also, if the function f is convex, the reverse assertion is true, meaning that a point x* ∈ K minimizes f over K if and only if x is a solution to VI(K, ∇f), where ∇f denotes the gradient of f (the VI coincides with the first-order necessary and sufficient optimality conditions of a convex differentiable function). In particular, if we let K = R^n, we see that unconstrained convex optimization is also a VI problem.

– Game theory problems. Consider a strategic noncooperative game G = (Ω, (Q_q)q∈Ω, (u_q)q∈Ω), where player q’s problem is to determine, for each fixed but arbitrary tuple x_q of the other players’ strategies, an optimal strategy profile x_q^* that solve the following optimization problem (in the minimization form) in the variable x_q:

\[
\begin{align*}
\text{minimize} & \quad u_q(x_q, x_{-q}) \\
\text{subject to} & \quad x_q \in Q_q.
\end{align*}
\] (46)

Suppose that each Q_q ⊂ R^p is convex and closed, and u_q(x_q, x_{-q}) is convex and continuously differentiable in x_q. By convexity and the first-order optimality conditions, we infer that a strategy profile x^* is a NE if and only if (x_q - x_q^*)^T ∇x_q u_q(x^*) ≥ 0, for each q = 1, ⋯, Q, where ∇x_q u_q(x) denotes the gradient of u_q(x) with respect to x_q. Summing these conditions and taking into account the Cartesian product structure of the strategy set of the game, it is not difficult to see that this set of inequalities is equivalent to the VI(K, F), with K = Q_1 × ⋯ × Q_Q and F(x) = (∇x_q u_q(x))_q∈Q [32, Prop. 1.4.2].

Note that the game G in (7), (8) is not a classical NEP as defined in (46) and thus cannot be readily cast in the VI problem as did above. Nevertheless, we can still gain from the VI framework to analyze the proposed game, as detailed in Section IV.

– Complementarity problems. When the set K is a cone (i.e., x ∈ K ⇒ τx ∈ K for all scalars τ ≥ 0), the VI admits an equivalent form known as a complementarity problem, denoted by CP(K, F), which is to find a vector x such that [32, Def. 1.1.2]

\[
K \ni x \perp F(x) \in K^*.
\] (47)
where $\mathcal{K}^*$ is the dual cone of $\mathcal{K}$, defined as $\mathcal{K}^* \equiv \{d \in \mathbb{R}^n | \langle d, v \rangle \geq 0, \forall v \in \mathcal{K} \}$. In this paper we are interested in a special class of CPs, when $\mathcal{K}$ is the nonnegative orthant of $\mathbb{R}^n$. In such a case the CP($\mathcal{R}^n_+$, $\mathcal{F}$) is known as \textit{nonlinear complementarity problem} (NCP) and denoted NCP($\mathcal{F}$). Recognizing that the dual cone of the nonnegative orthant is the nonnegative orthant itself, the NCP($\mathcal{F}$) is to find a vector $x$ such that $[32, \text{Def. 1.1.5}]
\begin{align*}
0 \leq x \perp \mathcal{F}(x) \geq 0.
\end{align*}

(48)

To cast the games proposed in this paper in the VI framework we will build on the Karush-Kuhn-Tucker (KKT) conditions to the VI, which are defined next.

**KKT System to the VI:** Let $\mathcal{K}$ be represented by finitely many differentiable inequalities and equations, i.e., $\mathcal{K} \equiv \{x \in \mathbb{R}^n | h_i(x) = 0, g_j(x) \leq 0\}$, with $h : \mathbb{R}^n \rightarrow \mathbb{R}^p$ and $g : \mathbb{R}^n \rightarrow \mathbb{R}^m$ being vector-valued continuously differentiable functions. The following two statements are valid [32, Prop. 1.3.4].

(a) Let $x \in \text{SOL}(\mathcal{K}, \mathcal{F})$. Under mild conditions on the constraints, there exist vectors $\mu \in \mathbb{R}^l$ and $\lambda \in \mathbb{R}^m$ such that
\begin{equation}
0 = \mathcal{F}(x) + \sum_{j=1}^{l} \mu_j h_j(x) + \sum_{i=1}^{m} \lambda_i g_i(x)
\end{equation}
\begin{equation}
0 = h(x)
\end{equation}
\begin{equation}
0 \leq \lambda \perp g(x) \leq 0.
\end{equation}

(49)

(b) Conversely, if each function $h_j$ is affine and each function $g_i$ is convex, and if $[x, \mu , \lambda]$ satisfies (49), then $x \in \text{SOL}(\mathcal{K}, \mathcal{F})$.

**Existence and Uniqueness Results:** The theory and solution methods for various kinds of VIs are developed rather well and allow one to choose a suitable way to investigate each particular problem under consideration. Here, we recall some of the basic conditions for the existence and uniqueness of the solution to a VI, as they are used in the paper. A classical existence result reads as follows [32]. The VI($\mathcal{K}, \mathcal{F}$) is solvable if: i) $\mathcal{K}$ is a nonempty, convex, and compact subset of a finite-dimensional Euclidean space; and ii) $\mathcal{F}$ is a continuous mapping [32, Corollary 2.2.5]. As far as the uniqueness of the solution, we mention the following condition used in our derivations in the paper: the solution to VI($\mathcal{K}, \mathcal{F}$) is unique if $\mathcal{F}$ is continuous and strongly monotone (cf. Definition 1(a) in Section III) on the convex and closed set $\mathcal{K}$ [32, Th. 2.3.3(b)] (the strong monotonicity of $\mathcal{F}$ is sufficient also for the existence of a solution). Uniqueness conditions can be weakened if the set $\mathcal{K} \subseteq \mathbb{R}^n$ has a Cartesian structure, i.e., $\mathcal{K} = \prod_{k=1}^{n} \mathcal{K}_k$, $\mathcal{K}_k \subseteq \mathbb{R}^{q_k}$ and $n = \sum_{k=1}^{n} q_k$; if each $\mathcal{K}_q$ is closed and convex and $\mathcal{F}$ is a continuous uniformly-P function (cf. Definition 1(b)), then the VI($\mathcal{K}, \mathcal{F}$) has a unique solution [32, Prop. 3.5.10].

Several solution methods along with their convergence properties have been proposed for VI in the literature. A treatment on the subject goes beyond the scope of this paper and we refer the interested reader to the technical literature on the subject. A good entry point on parallel and distributed algorithms and their convergence for optimization problems and variational inequalities is the book [44]. A comprehensive and more advanced treatment can be found in the monograph [32]. In Section IV-B, we specialize some of these algorithms to solve the proposed equilibrium problem.

**APPENDIX B**

**PROOF OF PROPOSITION 2**

(a) Given $p = (p_q)_{q=1}^{N}$ and $p' = (p'_q)_{q=1}^{N}$ in $\hat{\mathcal{P}}$, for the sake of convenience, define for each $k = 1, \ldots, N$, and $q = 1, \ldots, Q$
\begin{equation}
\begin{align*}
\varphi_q(k) &\equiv \frac{\hat{\mathcal{F}}_q(k) + \sum_{r=1}^{Q} \hat{\mathcal{F}}_{qr}(k)^2 p_r(k)}{\sum_{r=1}^{Q} \hat{\mathcal{F}}_{qr}(k)^2 p_r(k)}
\end{align*}
\end{equation}

and
\begin{equation}
\begin{align*}
e_q(q,k) &\equiv \frac{p_q(k) - p'_q(k)}{\varphi_q(k)}, \quad k = 1, \ldots, N, \quad q = 1, \ldots, Q.
\end{align*}
\end{equation}

Note that $\varphi_q(k) \leq \varphi_q(k) \leq \varphi_{\text{max}}(k) \leq \frac{\varphi_q(k)}{\sum_{r=1}^{Q} \hat{\mathcal{F}}_{qr}(k)^2 p_r(k)}$ for $p \in \hat{\mathcal{P}}$. Also recall that $|\hat{\mathcal{F}}_{qr}(k)|^2 = 1$ (from the normalization in (16)). Then, for each $q = 1, \ldots, Q$
\begin{equation}
\begin{align*}
(p_q - p'_q)^T (\mathcal{F}(p) - \mathcal{F}(p'))
\end{align*}
\end{equation}

\begin{equation}
\begin{align*}
&= \sum_{k=1}^{N} \left( p_q(k) - p'_q(k) \right) \sum_{r=1}^{Q} \hat{\mathcal{F}}_{qr}(k)^2 \varphi_r(k)
\end{align*}
\end{equation}

\begin{equation}
\begin{align*}
&\geq \sum_{k=1}^{N} e_q(k) e_q(k) - \sum_{r=1}^{Q} \varphi_r(k) \sum_{r=1}^{Q} e_r(k) e_r(k) \frac{\hat{\mathcal{F}}_{qr}(k)^2 \varphi_r(k)}{\varphi_q(k)}
\end{align*}
\end{equation}

\begin{equation}
\begin{align*}
&\geq \sum_{k=1}^{N} e_q(k) e_q(k) - \sum_{r=1}^{Q} \varphi_r(k) \sum_{r=1}^{Q} e_r(k) e_r(k) \frac{1}{2}
\end{align*}
\end{equation}

\begin{equation}
\begin{align*}
&\geq \sum_{k=1}^{N} e_q(k) e_q(k) \frac{1}{2}
\end{align*}
\end{equation}

\begin{equation}
\begin{align*}
&\geq \sum_{k=1}^{N} e_q(k) e_q(k) \frac{1}{2}
\end{align*}
\end{equation}

\begin{equation}
\begin{align*}
&\geq \sum_{k=1}^{N} e_q(k) e_q(k) \frac{1}{2}
\end{align*}
\end{equation}

\begin{equation}
\begin{align*}
\cdot \max_{1 \leq q \leq N} \left\{ \frac{\hat{\mathcal{F}}_{qr}(k)^2 \varphi_r(k)}{\varphi_q(k)} \right\} \times \sum_{k=1}^{N} e_r(k) e_r(k) \frac{1}{2}
\end{align*}
\end{equation}

\begin{equation}
\begin{align*}
&\geq \sum_{k=1}^{N} \hat{\mathcal{F}}_{qr}(k)^2 \varphi_q(k) \varphi_1(k) \varphi_1(k) \frac{1}{2}
\end{align*}
\end{equation}

\begin{equation}
\begin{align*}
&\geq \sum_{r=1}^{Q} \varphi_1(k) \varphi_1(k) \frac{1}{2}
\end{align*}
\end{equation}

\begin{equation}
\begin{align*}
&\geq \sum_{r=1}^{Q} \varphi_1(k) \varphi_1(k) \frac{1}{2}
\end{align*}
\end{equation}

where in (56) we used the Cauchy-Schwarz inequality.

Since $\mathcal{F}$ is a P-matrix from the assumption, it follows from the characterization [34, Th. 3.3.4(b)] of a P-matrix that the constant $c(\mathcal{F}) \leq \min_{|x| = 1} \{ \max_{1 \leq r \leq Q} \{ x \mathcal{F}(x) \} \}$ is positive. In other words
\begin{equation}
\begin{align*}
\max_{1 \leq q \leq Q} x_q(\mathcal{F} x) \geq c(\mathcal{F}) |x|^2
\end{align*}
\end{equation}

\begin{equation}
\begin{align*}
\max_{1 \leq q \leq Q} x_q(\mathcal{F} x) \geq c(\mathcal{F}) |x|^2
\end{align*}
\end{equation}

An alternative characterization of a P-matrix with respect to that given in Definition 2 is the following: A matrix $M \in \mathbb{R}^{m \times n}$ is said to be a P-matrix if $M$ reverses the sign of no nonzero vector, i.e., $[x \mathcal{M} x] \leq 0$ for all $x \neq [x = 0]$ [34, Th. 3.3.4(b)].
holds for an arbitrary vector $x \in \mathbb{R}^Q$. Now, combining (57) and (58), we get
\[
\max_{1 \leq r \leq Q} \left( p_r - p_r' \right)^T (F_q(p) - F_q(p')) \\
\geq c(\hat{T}) \min_{1 \leq r \leq Q} \left( \sum_{k=1}^{N} c_r(k)^2 \right) \\
\geq \frac{c(\hat{T})}{\max_{1 \leq r \leq Q} \left( \sum_{k=1}^{N} (p_r(k)-p_r'(k))^2 \right)} \left( \sum_{r=1}^{Q} \sum_{k=1}^{N} (p_r(k)-p_r'(k))^2 \right),
\]
(59)
establishing the uniformly P-property of the function $F$ on $\mathbb{R}^Q$.

(b) The proof of the strong monotonicity property of $F$ under the assumption that $\hat{T}$ is positive definite follows similarly: given (57) and summing over $q$ we have
\[
(\hat{p} - \hat{p}')^T (F(p) - F(p')) \\
\geq \lambda_{\min}(\hat{T}) \min_{1 \leq r \leq Q} \left( \sum_{k=1}^{N} (p_r(k)-p_r'(k))^2 \right) \Vert p - p' \Vert^2,
\]
(60)
\[\square\]

**APPENDIX C**

**PROOF OF THEOREM 6**

We prove next, using contraction arguments, that the sequence $\{p^{(n)}(\gamma)\}_{n=0}^{\infty}$ generated by the sequential IWFA described in Algorithm 1 converges to the unique solution of the SVI($\mathbb{R}^Q$, $\mathcal{F}$, $\gamma$), provided that the matrix $\hat{T}$ is a P-matrix. One can similarly show that the P-property of matrix $\hat{T}$ is also sufficient for the convergence of the simultaneous implementation of the algorithm (we omit the details because of the space limitation).

Suppose that $\hat{T}$ is a P-matrix and let denote by $p^*(\gamma)$ the unique NE of game $\mathcal{G}_\gamma$ (recall from Theorem 3 that the P-property of $\hat{T}$ is sufficient for the uniqueness of the NE of $\mathcal{G}_\gamma$). According to the sequential IWFA, given $p^{(n)}(\gamma)$ at iteration $n \geq 1$, at the beginning of iteration $n+1$, the optimal transmission strategy $p_q^{(n+1)}(\gamma)$ computed sequentially by every user $q$ is the unique solution to the following maximization problem:
\[
\begin{align*}
\max_{p_q} & \quad r_q \left( p_1^{(n+1)}, \ldots, p_{q-1}^{(n+1)}, p_q^{(n+1)}, p_{q+1}^{(n)}, \ldots, p_Q^{(n)} \right) \\
\text{subject to} & \quad p_q \in \mathcal{P}_q
\end{align*}
\]
(61)
with $\mathcal{P}_q$ and $r_q(p)$ defined in (1) and (3), respectively. For the sake of notation, we denote by $\hat{p}_q^{(n+1)}(\gamma)$ the (normalized) multiuser interference-plus-noise PSD over the subcarrier $k$, measured by user $q$ at the beginning of iteration $n+1$, defined as (hereafter we omit the dependence of the power vector $p$ on $\gamma$)
\[
\hat{p}_q^{(n+1)}(k) \triangleq \hat{p}_q^{(n)}(k) + \sum_{r=1}^{q-1} |\hat{H}_q(r)|^2 p_r^{(n+1)}(k) \\
+ \sum_{r=q+1}^{Q} |\hat{H}_q(r)|^2 p_r^{(n)}(k) > 0.
\]
(62)
Similarly, at the NE $p^* = p^*(\gamma)$ of game $\mathcal{G}_\gamma$ we have
\[
\hat{p}_q^{(n)}(k) \triangleq \hat{p}_q^{(n)}(k) + \sum_{r=1}^{q-1} |\hat{H}_q(r)|^2 p_r^{(n+1)}(k) \\
+ \sum_{r=q+1}^{Q} |\hat{H}_q(r)|^2 p_r^{(n)}(k) > 0.
\]
(65)
We focus now on the definition of a proper error iterates generated by the algorithm that, under the P-property of matrix $\hat{T}$, converges to zero, implying the global convergence of the algorithm to the unique NE of $\mathcal{G}_\gamma$. It follows from the first-order optimality conditions of (61) that, $\forall p_q \in \mathcal{P}_q$,
\[
\sum_{k=1}^{N} \left( p_q(k) - p_q^{(n+1)}(k) \right) \left( \frac{1}{\hat{m}_q(k)} + \frac{1}{\hat{m}_q^{(n+1)}(k)} + \gamma_q(k) \right) \geq 0.
\]
(65)
Furthermore, it follows from the definition of NE that, $\forall p_q \in \mathcal{P}_q$
\[
\sum_{k=1}^{N} \left( p_q(k) - p_q^{(n)}(k) \right) \left( \frac{1}{\hat{m}_q(k)} - \frac{1}{\hat{m}_q^{(n)}(k)} + \gamma_q(k) \right) \geq 0.
\]
(66)
Adding (65) evaluated at $p_q = p_q^{(n+1)}$ and (66) evaluated at $p_q = p_q^{(n)}$, we obtain
\[
\sum_{k=1}^{N} \left( p_q^{(n+1)}(k) - p_q^{(n)}(k) \right) \left( \frac{1}{\hat{m}_q^{(n)}(k)} - \frac{1}{\hat{m}_q^{(n+1)}(k)} \right) \geq 0.
\]
(67)
Since
\[
\hat{m}_q^{(n+1)}(k) - \hat{m}_q^{(n)}(k) = \frac{\left( \hat{m}_q^{(n)}(k) + p_q^{(n+1)}(k) \right) \left( \hat{m}_q^{(n)}(k) + p_q^{(n+1)}(k) \right) - \left( \hat{m}_q^{(n+1)}(k) + p_q^{(n)}(k) \right) \left( \hat{m}_q^{(n+1)}(k) + p_q^{(n+1)}(k) \right)}{\left( \hat{m}_q^{(n)}(k) + p_q^{(n+1)}(k) \right) \left( \hat{m}_q^{(n+1)}(k) + p_q^{(n+1)}(k) \right)}
\]
\[
= \frac{\left( \hat{m}_q^{(n)}(k) + p_q^{(n+1)}(k) \right) \left( \hat{m}_q^{(n)}(k) + p_q^{(n+1)}(k) \right) - \left( \hat{m}_q^{(n+1)}(k) + p_q^{(n+1)}(k) \right) \left( \hat{m}_q^{(n+1)}(k) + p_q^{(n+1)}(k) \right)}{\left( \hat{m}_q^{(n+1)}(k) + p_q^{(n+1)}(k) \right) \left( \hat{m}_q^{(n+1)}(k) + p_q^{(n+1)}(k) \right)}
\]
\[
+ \sum_{r=q+1}^{Q} \left( \hat{H}_q(r)^2 \right) \left( p_r^{(n+1)}(k) - p_r^{(n)}(k) \right) \left( \hat{m}_q^{(n+1)}(k) + p_q^{(n+1)}(k) \right) \left( \hat{m}_q^{(n+1)}(k) + p_q^{(n+1)}(k) \right)
\]
(67) can be rewritten as shown in (68) at the bottom of the next page. Introducing
\[
\varphi_q^{(n+1)}(k) \triangleq \sqrt{\left( \hat{m}_q^{(n)}(k) + p_q^{(n+1)}(k) \right) \left( \hat{m}_q^{(n+1)}(k) + p_q^{(n+1)}(k) \right)}
\]
(69)
let define, as in the proof of Proposition 2 (see Appendix B), the error quantity

\[ e_q^{(n+1)}(k) = \frac{p_q^{(n+1)}(k) - p_q^*(k)}{\phi_q^{(n+1)}(k)} \quad (70) \]

for each \( k = 1, \ldots, N \) and \( q = 1, \ldots, Q \). Recalling the scalar \( \phi_q^{\max}(k) \triangleq \sigma_q^2(k) + \sum_{r=1}^Q |\hat{H}_{qr}(k)|^2 p_r^{\max}(k) \), we have the following lower and upper bounds for \( \phi_q^{(n+1)}(k) \):

\[ \phi_q^2(k) \leq \phi_q^{(n+1)}(k) \leq \phi_q^{\max}(k) \quad (71) \]

Using (70) and the Cauchy-Schwarz inequality, from (68) we deduce (72), shown at the bottom of the page. Hence, letting

\[ \tilde{e}_q^{(n+1)} = \sqrt{\frac{1}{N} \sum_{k=1}^N (e_q^{(n+1)}(k))^2}, \quad q = 1, \ldots, Q \quad (73) \]

using (71), and dividing by \( \tilde{e}_q^{(n+1)} \) (assuming it is positive), we obtain from (72)

\[ \tilde{e}_q^{(n+1)} - \sum_{r=1}^{q-1} \max_{1 \leq k \leq N} \left[ \frac{\hat{H}_{qr}(k)^2 \phi_r^{\max}(k)}{\phi_r^2(k)} \right] \tilde{e}_r^{(n+1)} \leq \sum_{r=q+1}^Q \max_{1 \leq k \leq N} \left[ \frac{\hat{H}_{qr}(k)^2 \phi_r^{\max}(k)}{\phi_r^2(k)} \right] \tilde{e}_r^{(n)} \quad (74) \]

[The last inequality is clearly valid if \( \tilde{e}_q^{(n+1)} = 0 \).]

Introducing the error vector \( \tilde{e}^{(n)} = (\tilde{e}_q^{(n)})_{q=1}^Q \) and using the definition of Z-matrix \( \hat{\mathbf{T}} \) as given in (20), which we can write as

\[ \hat{\mathbf{T}} = \mathbf{D}(\hat{\mathbf{T}}) - \mathbf{L}(\hat{\mathbf{T}}) - \mathbf{U}(\hat{\mathbf{T}}) \quad (75) \]

where \( \mathbf{D}(\hat{\mathbf{T}}) \), \( \mathbf{L}(\hat{\mathbf{T}}) \), and \( \mathbf{U}(\hat{\mathbf{T}}) \) are, respectively, the diagonal, strictly lower triangular, and strictly upper triangular parts of matrix \( \hat{\mathbf{T}} \), concatenating the inequality in (74) for all \( q = 1, \ldots, Q \), we obtain the following vector inequality (componentwise inequality):

\[ \left[ \mathbf{D}(\hat{\mathbf{T}}) - \mathbf{L}(\hat{\mathbf{T}}) \right] \tilde{e}^{(n+1)} \leq \mathbf{U}(\hat{\mathbf{T}}) \tilde{e}^{(n)}, \quad n \geq 1. \quad (76) \]

Since the Z-matrix \( \mathbf{D}(\hat{\mathbf{T}}) - \mathbf{L}(\hat{\mathbf{T}}) \) is also a P-matrix (due to the fact that all its principal minors are equal to one), the inverse is well-defined and nonnegative entry-wise [34, Th. 3.11.10]. Hence, (76) is equivalent to

\[ \tilde{e}^{(n+1)} \leq \left[ \mathbf{D}(\hat{\mathbf{T}}) - \mathbf{L}(\hat{\mathbf{T}}) \right]^{-1} \mathbf{U}(\hat{\mathbf{T}}) \tilde{e}^{(n)}. \quad (77) \]

Moreover, using Lemma 1, the P-property of \( \hat{\mathbf{T}} \) is equivalent to the spectral condition

\[ \rho \left( \left[ \mathbf{D}(\hat{\mathbf{T}}) - \mathbf{L}(\hat{\mathbf{T}}) \right]^{-1} \mathbf{U}(\hat{\mathbf{T}}) \right) < 1 \]

implying that the sequence \( \{\tilde{e}^{(n)}\}_{n=1}^\infty \) satisfying (77), and thus the sequence \( \{\mathbf{p}^{(n)} - \mathbf{p}^*(\gamma)\}_{n=1}^\infty \), converges to zero. This proves the global convergence of the sequential IWFA, under the P-property of matrix \( \hat{\mathbf{T}} \). ■
**APPENDIX D**

**PROOF OF PROPOSITION 8**

Suppose $\hat{T} \succ 0$ (recall that this implies that $F$ is a strongly monotone function on $\hat{P}$ with strong monotonicity modulus $\hat{c}_{\text{sm}}(F)$). For any given $\gamma \in \mathbb{R}^+_w(N+1)$, let $z^* = z^*(\gamma)$ be the unique solution of the VI$(\hat{P}, F - \gamma)$. Note that $z^*(\gamma)$ is related to the unique NE $p^*(\gamma)$ of game $G_{\gamma}$ in (10)—the solution of the VI$(\hat{P}, F + \gamma)$—by $p^*(\gamma) = z^*(\gamma)$. Furthermore, $z^*(\gamma)$ is a co-coercive function of $\gamma$ with modulus $c_{\text{sm}}(F)$ [32, Prop. 2.3.1], i.e.

$$
\left(\gamma^{(1)} - \gamma^{(2)}\right)^T \left(z^*(\gamma^{(1)}) - z^*(\gamma^{(2)})\right) \\
\geq \hat{c}_{\text{sm}}(F) \left\|z^*(\gamma^{(1)}) - z^*(\gamma^{(2)})\right\|^2_2, \quad \forall \gamma^{(1)}, \gamma^{(2)}. \tag{78}
$$

To establish the latter inequality, note that we have

$$
\left(z^*(\gamma^{(1)}) - z^*(\gamma^{(2)})\right)^T \left[F \left(z^*(\gamma^{(2)})\right) - F \left(z^*(\gamma^{(1)})\right)\right] \geq 0 \tag{79}
$$

and

$$
\left(z^*(\gamma^{(2)}) - z^*(\gamma^{(1)})\right)^T \left[F \left(z^*(\gamma^{(1)})\right) - F \left(z^*(\gamma^{(2)})\right)\right] \geq 0. \tag{80}
$$

Adding these two inequalities, rearranging terms, and using the strong monotonicity of $F$, the desired co-coercivity property of $z^*(\gamma)$ follows readily.

Choosing $\gamma = \gamma(\lambda)$ as in (11) and using $p^*(\gamma) = z^*(\gamma)$, it follows from (78) that, for any two tuples $\lambda^{(1)}, \lambda^{(2)} \in \mathbb{R}^+_w(N+1)$,

$$
- \frac{1}{P} \sum_{k=1}^K \sum_{p=1}^P \left\{ \left|H_{pq}^{(P_S)}(k)\right|^2 \left(\lambda^{(1)}(p) - \lambda^{(2)}(p)\right) + \lambda^{(1)}_{\text{Ptot}} - \lambda^{(2)}_{\text{Ptot}} \right\} \\
\cdot \left[ p^*_q(k; \gamma(\lambda^{(1)})) - p^*_q(k; \gamma(\lambda^{(2)})) \right]\right\} \\
\geq \hat{c}_{\text{sm}}(F) \left\|p^*(\gamma(\lambda^{(1)})) - p^*(\gamma(\lambda^{(2)}))\right\|^2_2. \tag{81}
$$

Using the definition of mapping $\Phi(\lambda)$ in (29), we deduce from (81) that the following inequalities hold:

$$
\left(\lambda^{(1)} - \lambda^{(2)}\right)^T \left[\Phi \left(\lambda^{(1)}\right) - \Phi \left(\lambda^{(2)}\right)\right] \\
\geq \hat{c}_{\text{sm}}(F) \left\|p^*(\gamma(\lambda^{(1)})) - p^*(\gamma(\lambda^{(2)}))\right\|^2_2 \\
\geq \hat{c}_{\text{sm}}(F) \left\|\Phi(\lambda^{(1)}) - \Phi(\lambda^{(2)})\right\|^2_2 \tag{82}
$$

where $H$ is defined in (30), and $\left\|H\right\|_2$ is a positive constant, calculated from the channels $\left|H_{pq}^{(P_S)}(k)\right|^2$, such that

$$
\left\|\Phi \left(\lambda^{(1)}\right) - \Phi \left(\lambda^{(2)}\right)\right\|_2 \leq \left\|H\right\|_2 \left\|p^*(\gamma(\lambda^{(1)})) - p^*(\gamma(\lambda^{(2)}))\right\|_2
$$

for all $\lambda^{(1)}, \lambda^{(2)} \in \mathbb{R}^+_w(N+1)$. The inequality in (82) proves the desired co-coercivity property of $\Phi(\lambda)$. [\qed]

**APPENDIX E**

**PROOF OF THEOREM 12**

The first statement of the theorem follows from [32, Th. 12.1.2]: The subteration (41) is just the Basic Projection Algo-

rithm [32, Alg. 12.1.1] applied to the NCP$(\Phi + \varepsilon_nI)$, whose global convergence to the unique solution of NCP$(\Phi + \varepsilon_nI)$ is ensured if the mapping $\Phi + \varepsilon_nI$ is strongly monotone (with modulus $\mu$) and Lipschitz continuous (with Lipschitz constant $L$) and the step-size $\tau$ is such that $\tau > L^2/(2\mu)$ [32, Th. 12.1.2]. It is not difficult to show that the co-coercivity of the mapping $\Phi$ with modulus $c_{\text{co}}(\Phi)$ (Proposition 8) implies the strong monotonicity of $\Phi + \varepsilon_nI$ with modulus $\mu = \varepsilon_n$ and the Lipschitz continuity with constant $L = c_{\text{co}}(\Phi) + \varepsilon_n$, which proves the claimed convergence of the subteration (41).

The proof of the second statement of the theorem is based on [32, Th. 12.2.3]: The unique least-norm solution of the monotone and solvable NCP$(\Phi)$ (whose existence is guaranteed by the convexity of the nonempty solution set, implied by the monotonicity of $\Phi$ [32, Th. 2.3.5]) is the limit point of the Tikhonov trajectory as the perturbation $\varepsilon_n$ tends to zero. [\qed]
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